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Introduction

The principle of positioning with a global navigation satellite system (GNSS) is based on determining the distance of at least four GNSS satellites to a receiver. For that purpose two types of distance measurements are employed: the code-based pseudoranges and the carrier-phase measurements. The code observation is based on a binary code, which is modulated on the signal carrier. Using only the code measurements allows positioning with an accuracy of several meters. The phase measurement equals the difference between the phase of the receiver-generated carrier signal at reception time and the phase of the carrier signal generated in the satellite at transmission time. It can be measured to within millimeters. However, an integer number of full cycles is unknown since only the fractional phase can be measured. The distance from receiver to satellite, $l$, is thus

$$l = \lambda \phi + \lambda N + e$$

(1)

with $\phi$ the phase measurement, $\lambda$ the wavelength of the carrier signal, $N$ the real-valued ambiguity, and $e$ containing all noise and biases, such as atmospheric delays, multipath, and clock errors. Currently, GPS transmits on two frequencies, with wavelengths of 19.0 and 24.4 cm. In the future a third frequency will be available, with a wavelength of 25.5 cm. The future Galileo system will transmit on four frequencies with wavelengths of 19.0, 23.4, 24.8, and 25.5 cm.

To allow positioning with subcentimeter accuracy, it is thus required to use the very precise carrier-phase measurements, and hence to resolve the unknown integer ambiguities. Furthermore, the principle of differential GNSS is used. Differential GNSS involves the use of linear combinations of the GNSS observations from different satellites and receivers, so that common errors are eliminated or mitigated, such as clock errors and atmospheric delays. Besides the user receiver, one or more reference receivers in known locations is assumed.

Differential GNSS satellite system positioning and navigation. Besides integer estimation, integer ambiguity resolution also involves validation of the integer estimates. In this contribution a new ambiguity resolution method is presented, based on the class of integer aperture estimators, which for the first time reveals an overall approach to the combined problem of integer estimation and validation. Furthermore, it is shown how the different discrimination tests that are currently in use in practice can be cast into the framework of the new approach.

Integer carrier phase ambiguity resolution is the process of resolving unknown cycle ambiguities of double-differenced carrier phase data as integers, and it is a prerequisite for rapid and high-precision global navigation satellite system positioning and navigation. Besides integer estimation, integer ambiguity resolution also involves validation of the integer estimates. In this contribution a new ambiguity resolution method is presented, based on the class of integer aperture estimators, which for the first time reveals an overall approach to the combined problem of integer estimation and validation. Furthermore, it is shown how the different discrimination tests that are currently in use in practice can be cast into the framework of the new approach.

It is the goal of integer ambiguity resolution to exploit the integer character of the ambiguity vector $a$ when estimating the parameters of interest, which are usually the components of $b$. In the literature on GNSS ambiguity resolution one can recognize two different approaches to this problem, the Bayesian approach and the non-Bayesian approach. In the Bayesian approach, not only the vector of observables $y$ is assumed random, but also the two vectors of unknown parameters, $a$ and $b$. The improper priors of $a$ and $b$ are then assumed independent and proportional to an integer-centered pulse train and a constant, respectively. The Bayes estimate of $b$ is then taken as the conditional mean of the posterior probability density function (PDF) of $b$. Examples of Bayesian analyses of GNSS ambiguity resolution can be found in Refs. 14–18. How the Bayesian approach compares to the non-Bayesian approach of integer equivariant minimum variance estimation is shown in Ref. 19.
In the present contribution we will use a non-Bayesian approach throughout. Thus only γ is considered to be a random vector. The two parameter vectors $a$ and $b$ are unknown and nonrandom. The procedure for solving this GNSS model is then usually divided into three steps. In the first step the integer constraints $a \in \mathbb{Z}^n$ are discarded and $a$ and $b$ are estimated by the method of least squares. As a result, one obtains the so-called “float” solution $\hat{a}$ and $\hat{b}$. This solution is real-valued and it is given as $\hat{a} = (A^T Q_a^{-1} A)^{-1} A^T Q_a^{-1} y$ and $\hat{b} = (B^T Q_b^{-1} B)^{-1} B^T Q_b^{-1} y$, respectively, with $\hat{A} = \hat{P}_y A$ and $\hat{B} = \hat{P}_y B$, where $\hat{P}_y = I_n - A (A^T Q_a^{-1} A)^{-1} A^T Q_a^{-1}$, $\hat{P}_b = I_n - B (B^T Q_b^{-1} B)^{-1} B^T Q_b^{-1}$, and $Q_a$ is the variance matrix of $y$.

Then, in the second step, the float solution $\hat{a}$ is further adjusted to take the integerness of the ambiguities into account. This is done by mapping $\hat{a}$ to an integer vector $\tilde{a}$, 

$$\tilde{a} = S(\hat{a})$$

with $S : \mathbb{R}^n \mapsto \mathbb{Z}^n$. This estimator is then used in the final step to adjust the float estimator $\hat{b}$. As a result one obtains the so-called “fixed” estimator of $b$ as

$$\tilde{b} = \hat{b} - Q_b \bar{Q}_a^{-1} (\hat{a} - \tilde{a})$$

in which $Q_b$ denotes the variance matrix of $\tilde{a}$ and $Q_a$ denotes the covariance matrix of $\hat{a}$ and $\bar{Q}_a$. The matrix product $Q_b \bar{Q}_a^{-1}$, when expressed in $A$ and $B$, reads $Q_b \bar{Q}_a^{-1} = (B^T Q_b^{-1} B)^{-1} B^T Q_b^{-1} A$.

The above three-step procedure is still ambiguous in the sense that it leaves room for choosing the $n$-dimensional map $S$. Different choices for $S$ will lead to different ambiguity estimators and thus also to different baseline estimators $\tilde{b}$. Examples of integer estimators that are in use in practice are the ones based on integer rounding, integer bootstrapping, and integer least squares.

Next to the integer estimation step, integer validation also plays a crucial role in the process of ambiguity resolution. After all, even when one uses an optimal, or close to optimal, integer ambiguity estimator, one can still come up with an unacceptable integer so-called ratio test. The test statistic of the ratio test is defined as the squared norm of the “second-best” ambiguity residual vector.

The computed integer ambiguity solution is then rejected in favor of the float solution when this ratio exceeds a certain user-defined threshold. Also, the so-called $F$-ratio test, the difference test, and the projector test are in use in practice. They also are defined so that the test statistics depend on the best and second-best ambiguity estimators.

In this contribution we will study the properties and underlying concept of these tests. It will be shown that the procedure underlying the tests can be given a firm theoretical footing, but one that differs significantly from the ones described in the literature. For the practical user of the tests this has the important consequence that the tests have to be evaluated differently than thought so far.

The firm theoretical basis that can be given to the tests is made possible by the recently introduced theory of integer aperture (IA) inference. The required ingredients of this theory will be briefly described. It will be shown that the procedure underlying the test, the difference test, and the projector test are all members from the class of integer aperture estimators. This allows us 1) to quantify and qualify the acceptance region of the tests, 2) to give an exact and overall probabilistic evaluation of the combined integer estimation and validation solution, and 3) to show the user how he/she needs to compute the critical value of the discrimination test at hand. But it will also be shown how the optimal integer aperture estimator can be defined, so that the probability of correct integer estimation is maximized, and at the same time the failure rate will not exceed a user-defined threshold.

The outline of this contribution is as follows. First the theory of integer estimation is reviewed. Then the theory of integer aperture estimation is introduced. The following sections are then devoted to the various tests that are currently in use in practice. For each of the tests it will be proven that the underlying procedures are indeed members from the class of integer aperture estimators, and it will be shown how the corresponding acceptance regions are constructed. Finally, the properties of the tests will be evaluated based on simulations. The results will also be used to compare the performance of the discrimination tests with that of the optimal integer aperture estimator.

### Integer Ambiguity Resolution

#### Integer Estimation

We start by introducing the class of integer estimators. Because $S : \mathbb{R}^n \mapsto \mathbb{Z}^n$ in Eq. (3) is a many-to-one map, different real-valued vectors will be mapped to $S$ to the same integer vector. Therefore, a subset $S_i \subset \mathbb{R}^n$ can be assigned to each integer vector $z \in \mathbb{Z}^n$:

$$S_i = \{ x \in \mathbb{R}^n \mid z = S(x), z \in \mathbb{Z}^n \}$$

This subset $S_i$ contains all real-valued float ambiguity vectors that will be mapped to the same integer vector $z$, and it is called the pull-in region $\mathcal{Z}(z)$. One can now define the class of integer estimators through the conditions that these pull-in regions have to fulfill. We require the pull-in regions to satisfy the following three conditions:

1) \( \bigcup_{z \in \mathbb{Z}^n} S_i = \mathbb{R}^n \)

2) \( \text{Int}(S_u) \cap \text{Int}(S_v) = \emptyset, \ \forall u, v \in \mathbb{Z}^n, \ u \neq v \)

3) \( S_{\mathcal{Z}} = z + S_0, \ \forall z \in \mathbb{Z}^n \)

where “Int” denotes the interior of the subset. Hence, the pull-in regions are required to be translationally invariant and to cover $\mathbb{R}^n$ without gaps and overlaps. In Ref. 23 the motivation for this definition is given. It follows that every integer estimator $\hat{a}$ can now be expressed as

$$\hat{a} = \sum_{z \in \mathbb{Z}^n} s_z(x, \hat{a})$$

with the indicator function, $s_z(x)\text{,}$ defined as

$$s_z(x) = \begin{cases} 1 & \text{if } x \in S_z \\ 0 & \text{otherwise} \end{cases}$$

Examples of estimators that belong to this class of integer estimators are integer rounding, integer bootstrapping, and integer least squares (ILS). Their pull-in regions are the multivariate versions of a square, a parallelogram, and a hexagon, respectively. The pull-in regions always have a volume equal to one.

It will be clear that the outcome of an integer estimator should only be used if one has enough confidence in the solution. Hence, one needs to evaluate the distribution of

$$\hat{a} = \sum_{z \in \mathbb{Z}^n} s_z(x, \hat{a})$$

This distribution, denoted as $P(\hat{a} = z)$, is a probability mass function with zero masses at noninteger points, and nonzero masses at some or all integer points. With the division of $\mathbb{R}^n$ into mutually exclusive pull-in regions, the distribution of $\hat{a}$ follows as

$$P(\hat{a} = z) = P(\hat{a} \in S_z) = \int_{S_z} f_z(x) \, dx, \quad z \in \mathbb{Z}^n$$

where $f_z(x)$ is the continuous probability density function (PDF) of the float ambiguity vector $\hat{a}$. In most GNSS applications the data are assumed to be normally distributed, and thus the estimator $\hat{a}$ will
be normally distributed too with mean \( a \in \mathbb{Z}^n \) and variance matrix \( Q \). The PDF is then given by

\[
f_{\tilde{x}}(x) = C \exp\left(-\frac{1}{2} \| x - a \|^2_{Q_a}\right) \tag{10}
\]

where \( C \) is a normalization constant.

From the probability mass function of \( \tilde{a} \), one is particularly interested in the probability of correct integer estimation, the so-called success rate of ambiguity resolution. The success rate \( P_\xi = P(\tilde{a} = a) \) follows from Eq. (9) as

\[
P_\xi = P(\tilde{a} = a) = \int_{S_a} f_{\tilde{x}}(x) \, dx = \int_{S_a} f_\xi(x + a) \, dx \tag{11}
\]

Note that the success rate can be computed without knowledge of \( a \) for any distribution of \( \tilde{a} \) that is translated over \( a \) when the mean of \( a \) is subtracted from the stochastic variable \( \tilde{a} \), that is, \( f_\xi(x) = f_{\tilde{a} - a}(x - a) \). Obviously, this is the case for the normal distribution of Eq. (10).

Since the success rate depends on the pull-in region and therefore on the chosen integer estimator, it is of importance to know which integer estimator maximizes the probability of correct integer estimation. For an arbitrary PDF the solution is given in Ref. 25. For elliptically contoured distributions, such as the multivariate normal distribution, the ILS-estimator can be shown to be the optimal estimator.\(^23\) The ILS estimator is given as

\[
\tilde{a}_{ILS} = \arg \min_{\tilde{a} \in \mathbb{Z}^n} \| \tilde{a} - \bar{z} \|^2_{Q_a} \tag{12}
\]

with the squared norm \( \| \cdot \|^2_{Q_a} = (\cdot)^T Q_a^{-1} (\cdot) \). Note, since

\[
\| y - Aa - B\hat{b} \|^2_{Q_a} = \| y - A\tilde{a} - B\hat{b} \|^2_{Q_a} + \| \tilde{a} - a \|^2_{Q_a}
\]

\[
+ \| \hat{b} - b - Q_{a_0} Q_a^{-1} (\tilde{a} - a) \|^2_{(Q_{a_0}^{-1})^{-1}}
\]

that \( \tilde{a}_{ILS} \) and \( \tilde{h}_{ILS} = \tilde{b} - Q_{a_0} Q_a^{-1} (\tilde{a} - a) \) is the solution of \( \min_{\tilde{a} \in \mathbb{Z}^n} \| y - A\tilde{a} - B\hat{b} \|^2_{Q_a} \) (Ref. 26).

In contrast to integer rounding and integer bootstrapping, an integer search is needed to compute \( \tilde{a}_{ILS} \). The ILS-procedure is mechanized in the LAMBDA (least-squares ambiguity decorrelation adjustment) method,\(^{26,28}\) which is currently one of the most applied methods for GNSS carrier phase ambiguity resolution. Practical results obtained with it can be found, for example, in Refs. 9, 11, 13, 21, and 29–41. Further studies on the decorrelation step of the LAMBDA method can be found in Refs. 42–46.

To evaluate the success rate of ILS-estimation, we need to integrate the PDF over the ILS pull-in region; cf. Eq. (11). The ILS pull-in region that belongs to the integer vector \( z \) is given as

\[
S_z = \{ x \in \mathbb{R}^n \mid \| x - z \|^2_{Q_a} \leq \| u - z \|^2_{Q_a}, \forall u \in \mathbb{Z}^n \}
\]

\[
= \bigcap_{z \in \mathbb{Z}^n} \{ x \in \mathbb{R}^n \mid c_T Q_a^{-1} (x - z) \leq \frac{1}{2} \| c_{Q_a} \|_{Q_a} \} \tag{13}
\]

Hence, the ILS pull-in regions are constructed as intersecting half-spaces, which are bounded by the plane orthogonal to \( (u - z) \), \( u \in \mathbb{Z}^n \), and passing through \( \frac{1}{2} (u + z) \). Because of the complexity of the geometry of the ILS pull-in region, it is not possible to give an exact evaluation of the ILS success rate. One has to resort to Monte Carlo methods or to the use of lower and upper bounds. Fortunately sharp bounds are available for evaluating the ILS success rate. An overview and evaluation of lower and upper bounds is given in Ref. 47.

**Integer Validation in Practice**

It is important to realize that the success rate as introduced here is a diagnostic measure for the expected performance of the integer estimator, but not of its actual performance. Thus even if the success rate is considered large enough, it can still happen that an actual outcome of the integer estimator is erroneous. This is why in practice so-called discrimination tests are used. Of course, one can never be sure whether the integer outcome is correct or not. But what one can do is to single out integer outcomes that are suspect. This is the whole purpose of the discrimination tests. Several such tests have been proposed in the literature and are currently in use in practice.\(^{24,25}\)

All these tests compare in one way or another the ILS solution \( \tilde{a}_{ILS} \) with a so-called “second best” integer solution \( \tilde{a}' \). Based on this comparison, the outcome of the discrimination tests is either to accept the integer solution \( \tilde{a}_{ILS} \), or to reject it in favor of the float solution \( \tilde{a} \). Examples of discrimination tests are the ratio test, the difference test, and the projector test.

Unfortunately, all discrimination tests proposed in the literature until now lack a solid theoretical basis. They have been introduced in an ad hoc way, their evaluation is based on the incorrect assumption that \( \tilde{a}_{ILS} \) and \( \tilde{a}' \) are nonrandom, they use critical values that are chosen as fixed values, and their performance is treated separately from the performance of the integer estimator. An overview of how these tests are used in practice and their pitfalls is given in Ref. 56.

In this contribution it will be shown that it is possible to give a theoretical foundation to these tests. It will be shown that the tests all fit in the framework of the new class of integer aperture estimators. As a result, the probabilistic evaluation of integer aperture estimation makes it possible to give an overall evaluation of both the integer estimation part and the integer discrimination part.

**Integer Aperture Estimation**

The idea behind IA estimation is to distinguish between the following three situations: success if the integer ambiguity is estimated correctly, failure if the integer ambiguity is estimated incorrectly, and undecided if the real-valued float solution is maintained. These three possible outcomes can be brought together in one estimator if one drops the condition that there may be no gaps between the pull-in regions. To achieve this, we now take, instead of the whole space \( \mathbb{R}^n \), a subset \( \Omega \subset \mathbb{R}^n \) as the region for which \( \tilde{a} \) is mapped to an integer. Thus \( \tilde{a} \) is mapped to an integer if \( \tilde{a} \in \Omega \) and the float solution is maintained if \( \tilde{a} \in \mathbb{R}^n \setminus \Omega \). The region \( \Omega \) is called the aperture space. To ensure that any integer-perturbed version of \( \tilde{a} \) gets mapped to an integer whenever \( \tilde{a} \) itself is mapped to an integer, the aperture space is required to be translationally invariant, \( \Omega = \Omega + z, \forall z \in \mathbb{Z}^n \). To determine to which integer the float solution is mapped, we introduce

\[
\Omega_z = \Omega \cap S_z, \quad \forall z \in \mathbb{Z}^n \tag{14}
\]

where \( S_z \) is a pull-in region satisfying the conditions of Eq. (6). Then

1. \( \bigcap_{z \in \mathbb{Z}^n} \Omega_z = \Omega \)
2. \( \mathrm{Int}(\Omega_z) \cap \mathrm{Int}(\Omega_{z'}) = \emptyset, \forall u, z \in \mathbb{Z}^n, \quad u \neq z \)
3. \( \Omega_z = z + \Omega_{z_0}, \quad \forall z \in \mathbb{Z}^n \tag{15} \)

This shows that the subsets \( \Omega_z \subset \mathbb{Z}^n \) satisfy conditions similar to those satisfied by \( S_z \), with \( \mathbb{R}^n \) replaced by \( \mathbb{R}^n \). The IA estimator can now be defined as follows. The IA estimator maps the float solution \( \tilde{a} \) to the integer vector \( z \) when \( \tilde{a} \in \Omega_z \), and it maps the float solution to itself when \( \tilde{a} \notin \Omega \). Any IA estimator, denoted as \( \tilde{a} \), can then be expressed as

\[
\tilde{a} = \sum_{z \in \Omega_z} z \omega_z(\tilde{a}) + \tilde{a}' \left( 1 - \sum_{z \in \Omega_z} \omega_z(\tilde{a}) \right) \tag{16}
\]

with the indicator function, \( \omega_z(x) \), defined as

\[
\omega_z(x) = \begin{cases} 
1 & \text{if } x \in \Omega_z \\
0 & \text{otherwise} 
\end{cases} \tag{17}
\]

Compare Eq. (16) with Eq. (7). Note that an IA estimator is completely defined once \( \Omega_z \) is chosen. This subset can be seen as an adjustable pull-in region with two limiting cases: the limiting case in which \( \Omega_z \) is empty and the limiting case in which \( \Omega_z \) equals \( S_z \). In the first case the IA estimator becomes identical to the float estimator \( \tilde{a} \), and in the second case the IA estimator becomes identical to an integer estimator. The subset \( \Omega_z \) therefore determines the aperture of the pull-in region.
To be able to evaluate an IA estimator, we need to distinguish between the following three cases:

\[ \hat{a} \in \Omega \quad \text{success: correct integer estimation} \]
\[ \hat{a} \in \Omega \setminus \{\Omega_n\} \quad \text{failure: incorrect integer estimation} \]
\[ \hat{a} \notin \Omega \quad \text{undecided: ambiguity not fixed to an integer} \]

where \( \Omega \setminus \Omega_n \) means that \( \Omega_n \) is deleted from the set \( \Omega \), with \( \alpha \) being the unknown integer ambiguity vector.

The corresponding probabilities of success (s), failure (f), and undecidedness (u) are given by

\[ P_s = P(\hat{a} = a) = \int_{\Omega_n} f_a(x) \, dx \]
\[ P_f = \sum_{z \in A \setminus \{\hat{a}\}} \int_{\Omega_n} f_z(x) \, dx = \int_{\Omega_n} \bar{f}_{\hat{a}}(x) \, dx - \int_{\Omega_n} f_{\hat{a}}(x) \, dx \]
\[ P_u = 1 - P_s - P_f = 1 - \int_{\Omega_n} f_{\hat{a}}(x) \, dx \]

The first two probabilities are referred to as success rate and failure rate, respectively. The expression for the failure rate is obtained by using the probability density function of the ambiguity residuals \( \hat{\epsilon} = \hat{a} - \bar{a} \) (Ref. 24):

\[ f_{\hat{a}}(x) = \sum_{z \in A \setminus \{\hat{a}\}} f_z(x + z) s_0(x) \]  

(19)

with \( s_0(x) \) the indicator function of Eq. (8), and \( \hat{\epsilon} \) the estimator of \( \epsilon = \hat{a} - a \) with \( f_z(x) = f_z(x + a) \). Evaluation of the PDF in Eq. (19) involves an infinite sum. In Ref. 57 it is demonstrated how a finite integer set can be chosen for which this sum converges with an approximation error on the order of \( 10^{-8} \) within reasonable computation times.

As mentioned earlier, for a user it is especially important that the failure rate be below a certain limit. The approach of integer aperture estimation now allows us to choose a threshold for the failure rate, and then determine the size of the aperture pull-in regions such that the failure rate will be equal to or below this threshold. Once the failure rate \( P_f \) has been chosen, the various other probabilities can be computed. For a user, knowledge of the unconditional success rate \( P_s = P(\hat{a} = a) \) and the conditional success rate \( P(\hat{a} = a|\hat{a} \in \Omega) \) is particularly important. The unconditional success rate describes the probability of a correct outcome, whereas the conditional success rate describes the probability that an integer outcome is correct. Because \( P_s + P_f \) equals the probability of an integer outcome, the conditional success rate is given by the ratio \( P_s/(P_s + P_f) \). Hence, the conditional success rate will be close to one when the failure rate is chosen close to zero. This implies that one can have very high confidence in the correctness of the integer outcomes of the integer aperture estimator, even for modest values of the unconditional success rate. IR one used an integer estimator instead of an integer aperture estimator, then such a high confidence could only be reached once the success rate of the integer estimator was close to one; cf. Eq. (11).

Application of this fixed failure rate approach means that implicitly the ambiguity estimate is validated using a sound criterion. This is an important result, because it means that the integer aperture estimation method for the first time reveals an overall approach to the problem of integer ambiguity estimation and validation, which allows probabilistic evaluation of the final solution.

Perhaps superfluously, we note that these properties hold true on the average, but not necessarily for the individual outcomes of a single experiment. This is inherent in any probabilistic evaluation of random phenomena. Thus an outcome \( \hat{a} = \bar{a} \), for instance, is no guarantee that the corresponding rejected outcome \( \hat{a} \) is further apart from the correct integer \( a \) than \( \bar{a} \) is from \( a \). The probability, however, that the estimator \( \hat{a} \) is further apart from \( a \) than the estimator \( \bar{a} \) is from \( a \) is less than the failure rate and therefore small.

So far, we have not specified the aperture pull-in regions completely. There are still several options left with respect to the choice of the shape of the aperture pull-in regions. In the following sections it will be shown that the procedures underlying the discrimination tests are all examples of integer aperture estimators. For the different tests it will be shown how the shape of the aperture pull-in regions is determined.

Optimal Integer Aperture Estimation

It is also possible to define an optimal integer aperture estimator by requiring that the success rate will be maximized for a given failure rate; that is, the optimization problem is given by

\[ \max_{\Omega_n = \Omega \setminus \{\hat{a}\}} P_s \quad \text{subject to} \quad P_f = \beta \]  

(20)

where \( \beta \) is the chosen value for the fixed failure rate. For an arbitrary PDF of \( \hat{a} \) the solution to the optimization problem is presented in Ref. 58. For elliptically contoured distributions, the optimal integer aperture estimator can be regarded as a combination of ILS-estimation and the following test:

Accept \( \hat{a}_{LS} \) iff

\[ f_{\hat{a}}(\hat{a}_{LS}) \leq \mu, \quad \mu > 1 \]  

(21)

with \( \hat{a}_{LS} = \hat{a} - \bar{a}_{LS} \). Note that for the computation of \( f_{\hat{a}}(\hat{a}_{LS}) \) and \( f_{\hat{a}}(\hat{a}) \) knowledge of \( a \) is not needed for any distribution for which \( f_z(x) = f_z(x - a) \). If for instance the normal distribution is used, \( f_{\hat{a}}(\hat{a}_{LS}) = f_{\hat{a}}(\hat{a}_{LS} + a) \) can be computed with Eq. (10), and then \( a \) is eliminated. Equation (19) is used for the computation of \( f_{\hat{a}}(\hat{a}_{LS}) \). Because of the infinite sum over all integers, again knowledge of the true integer \( a \) is not required. Furthermore note that, because \( \hat{a}_{LS}, s_a(\hat{a}_{LS}) \), the factor \( s_a(\hat{a}_{LS}) \), which is needed for the evaluation of \( f_{\hat{a}}(\hat{a}_{LS}) \) with Eq. (19), will always come out to be 1. Hence, with the normal distribution for the float ambiguity estimator, the ratio in Eq. (21) becomes

\[ \frac{f_{\hat{a}}(\hat{a}_{LS})}{f_{\hat{a}}(\hat{a}_{LS})} = \frac{\sum_{z \in A} \exp \left( -\frac{1}{2} \frac{\|\hat{a}_{LS} + z\|_{\Omega_n}^2}{\mu} \right)}{\exp \left( -\frac{1}{2} \frac{\|\hat{a}_{LS}\|_{\Omega_n}^2}{\mu} \right)} \]

We note that the above optimal integer aperture estimator can also be interpreted from two different alternative viewpoints. The first one is a Bayesian viewpoint in which all parameters are considered random, with a diffuse prior assumption for the integer parameters. In this context, the ratio on the left-hand side of Eq. (21) is equal to the reciprocal marginal a posteriori probability of \( \hat{a}_{LS} \) being the true integer vector.16,19 The second alternative viewpoint is provided by the non-Bayesian penalized ambiguity estimator introduced in Ref. 59. With this estimator the user is given the possibility of assigning penalties to each of the possible outcomes of the estimator. The average of all penalties is minimized by the penalized ambiguity estimator. When penalties are assigned to the three cases, success, failure, and undecided, the structure of the penalized ambiguity estimator is the same as that of the optimal integer aperture estimator. The parameter \( \mu \) of Eq. (21) will then be a function of the assigned penalties.

The optimal test of Eq. (21) has the highest possible success rate, unconditional as well as conditional, for a given failure rate. The critical value \( \mu \) is referred to as the aperture parameter, because it determines the size of the aperture pull-in regions; it is completely determined by the constraint on the failure rate, \( P_f = \beta \). The higher the failure rate, the higher the value of \( \mu \), and hence the larger the aperture of \( \Omega_n \). The aperture parameter \( \mu \) cannot be smaller than one, because the numerator of Eq. (21) is always larger than the denominator. If the failure rate is required to be smaller than the success rate, which is a reasonable condition, it can be shown that \( \mu \) must then be smaller than 2, because \( P_f \leq (\mu - 1) P_r \) (Ref. 58).

The computational steps involved in computing the optimal integer aperture estimator are now as follows. First compute the integer least-squares solution, \( \hat{a}_{LS} \). Then form the ambiguity residual, \( \hat{\epsilon}_{LS} = \hat{a} - \hat{a}_{LS} \), and check whether \( \hat{\epsilon}_{LS} \in \Omega_n \); cf. the test of Eq. (21). If
this is the case then the outcome of the optimal estimator is  \( \hat{\alpha}_{LS} \), otherwise the outcome is \( \hat{\alpha} \). For computational efficiency it is advisable to compute \( \hat{\alpha}_{LS} \) with the LAMBDA method and use the LAMBDA-transformed ambiguities also for the evaluation of \( \hat{\alpha}_{LS} \) \( \in \Omega_0 \).

In the next and following sections we will consider four discrimination tests that are currently in use and show that each of the underlying procedures is an example of an IA-estimator. The tests considered are the ratio test, the \( F \)-ratio test, the difference test, and the projector test.

**Ratio Test**

A very popular discrimination test is the one introduced in Ref. 50. It is given by

\[
\text{Accept } \hat{\alpha}_{LS} \text{ iff: } \frac{R_1}{R_2} > C \quad (22)
\]

where the notation \( R_i \) is used for the squared norm of ambiguity residuals of the best \( (i = 1) \) and second-best \( (i = 2) \) integer solution, \( \hat{\alpha}_{LS} \) and \( \hat{\alpha} \) respectively, as measured by the squared norm of the ambiguity residual vector.

A problem with this approach is that the determination of the critical value is not straightforward. In Ref. 50 the test statistic is derived by applying the classical theory of hypothesis testing. However, to determine the critical value, incorrect assumptions are made on the probability distributions of the parameters involved. Other approaches have also been proposed in the literature, all based on choosing a fixed critical value for test (22), without a theoretical basis. See Ref. 60 for more detailed comments on the approaches proposed in the literature.

Another point of criticism of the ratio test is that the combined integer estimation and validation solution lacks an overall probabilistic evaluation.

But, despite this criticism, integer validation based on the ratio test is often reported to work satisfactorily in practice.

**Integer Aperture Estimation with the Ratio Test**

It will be shown that the procedure underlying the ratio test is a member of the class of integer aperture estimators. In the sequel the inverse of the test statistic of Eq. (22) will be used:

\[
\text{Accept } \hat{\alpha}_{LS} \text{ iff: } R_2 / R_1 < \mu, \quad 0 < \mu \leq 1 \quad (23)
\]

The critical value is denoted as \( \mu \). For the following to be true, the condition \( 0 < \mu \leq 1 \) must be fulfilled. The acceptance region or aperture space is then given as

\[
\Omega = \left\{ x \in \mathbb{R}^n \mid \| x - \hat{\alpha}_{LS} \|_Q^2 \leq \mu \| x - \hat{\alpha} \|_Q^2, \ 0 < \mu \leq 1 \right\} \quad (24)
\]

with \( \hat{\alpha}_{LS} \) and \( \hat{\alpha} \) the best and second-best estimators of \( x \), respectively. Let \( \Omega_0 = \Omega \cap \Omega_S \); that is, \( \Omega_0 \) is the intersection of \( \Omega \) with the ILS pull-in region as defined in Eq. (13). Then all conditions of Eq. (15) are fulfilled, because

\[
\begin{align*}
\Omega_0 &= \{ x \in \mathbb{R}^n \mid \| x \|_Q^2 \leq \mu \| x - z \|_Q^2, \forall z \in \mathbb{Z}^n \setminus \{0\} \} \\
\Omega_0 &= \Omega_0 + z, \quad \forall z \in \mathbb{Z}^n \\
\Omega &= \bigcup_{z \in \mathbb{Z}^n} \Omega_0 \\
\end{align*}
\]

(25)

The proof is as follows:

\[
\begin{align*}
\Omega_z &= \Omega_0 \cap \Omega_S \\
&= \left\{ x \in \Omega_0 \mid \| x - \hat{\alpha}_{LS} \|_Q^2 \leq \mu \| x - \hat{\alpha} \|_Q^2, \ 0 < \mu \leq 1 \right\} \\
&= \left\{ x \in \Omega_0 \mid \| x - z \|_Q^2 \leq \mu \| x - u \|_Q^2, \forall u \in \mathbb{Z}^n \setminus \{ \hat{\alpha}_{LS} \} \right\}, \quad 0 < \mu \leq 1 \\
&= \left\{ x \in \Omega_0 \mid \| x - z \|_Q^2 \leq \mu \| x - u \|_Q^2, \forall u \in \mathbb{Z}^n \setminus \{ z \}, \ 0 < \mu \leq 1 \right\}
\end{align*}
\]

(26)

This shows that the aperture pull-in region is equal to the intersection of all ellipsoids with centers \( -\mu/(1 - \mu)z \) and radius \( \sqrt{\mu/(1 - \mu)} \| z \|_Q^2 \).

In fact, the intersection region is only determined by the adjacent integers, because \( \forall u \in \mathbb{Z}^n \) not being adjacent, Eq. (26) is always fulfilled \( \forall x \in \Omega_0 \). It follows from Eqs. (24) and (25) that for all \( x \in \Omega_0 \) on the boundary of \( \Omega_0 \),

\[
\| x \|^2 = \mu \| x - z \|^2, \quad z = \arg \min_{z \in \mathbb{Z}^n \setminus \{0\}} \| x - z \|^2
\]

So \( z \) is the second closest integer and must therefore be adjacent. Hence, the following is always true:

\[
\| x \|^2 = \mu \| x - z \|^2, \quad z = \arg \min_{z \in \mathbb{Z}^n \setminus \{0\}} \| x - z \|^2
\]

and thus the integers \( u \) do not have any influence on the boundary of the aperture pull-in region.

This means that the integer least-squares pull-in region \( \Omega_0 \) can be split up into sectors, all having another integer \( z_0 \) as second closest; that is, \( \| x \|^2 \leq \| x - z_0 \|^2 \leq \| x - u \|^2, \forall u \in \mathbb{Z}^n \setminus \{0, z_0\} \). Within a sector, the aperture pull-in region is then equal to the intersection of the sector with the ellipsoid with center \( -\mu/(1 - \mu)z_0 \) and radius
The reason is that for larger \( \mu \) the radius of the ellipsoid increases, and the center of the ellipsoid is further away, but in the direction of \([z_2, -z_1]\), and the ellipsoid has the same orientation as the ILS pull-in region.

Figure 2 shows two two-dimensional examples of the geometry of the aperture pull-in regions. For a diagonal matrix, the ILS pull-in region becomes square and there are only four adjacent integers. It can be seen in the left panel that indeed only these four integers determine the shape of the aperture pull-in region. With the covariance matrix \( Q_1 \) there are six adjacent integers determining the shape.

**F-Ratio Test**

The F-ratio test also considers the residuals of the best and second-best integer solution, but additionally takes into account the residuals of the complete float solution, \( \hat{\mathbf{e}} = \mathbf{y} - \mathbf{A} \hat{\mathbf{a}} - \mathbf{B} \hat{\mathbf{b}} \). It is defined as follows:

\[
\text{Accept } \hat{a}_{LS} \text{ iff: } \frac{\|\hat{\mathbf{e}}\|_{Q_2}^2 + \|\hat{\mathbf{a}} - \hat{a}_{LS}\|_{Q_2}^2}{\|\hat{\mathbf{e}}\|_{Q_2}^2 + \|\hat{\mathbf{a}} - \hat{a}_{LS}\|_{Q_2}^2} \geq c (28)
\]

in which \( c > 1 \) is the chosen critical value. Note that the choice of the critical value is not trivial. In practice, it is often assumed that the test statistic has an \( F \)-distribution, so that the critical value can be based on a choice of the level of significance. However, this is not correct because the terms in the numerator and denominator are not independent and not distributed.\(^{61}\) Still, the test in Eq. (28) is often used and seems to work satisfactorily; see, for examples, Refs. 48 and 51. In Ref. 54 it is proposed to use the test statistic with a critical value of \( c = 2 \).

**Integer Aperture Estimation with the F-Ratio Test**

With the ratio test, the solution is always accepted or rejected for a certain value of the ambiguity residuals and for a certain \( \mu \). With the F-ratio test in Eq. (28), however, this is not the case. The test statistic namely depends on the residuals of the complete float solution and on the ambiguity residuals. Using the inverse ratio of Eq. (28), the test becomes

\[
\text{Accept } \hat{a}_{LS} \text{ iff: } \frac{\|\hat{\mathbf{e}}\|_{Q_2}^2 + \|\hat{\mathbf{a}} - \hat{a}_{LS}\|_{Q_2}^2}{\|\hat{\mathbf{e}}\|_{Q_2}^2 + \|\hat{\mathbf{a}} - \hat{a}_{LS}\|_{Q_2}^2} \leq \mu, \quad 0 < \mu \leq 1 (29)
\]

It can be shown that the procedure underlying this test is a member of the class of IA estimators. An integer perturbation of the observations \( \mathbf{y} + \mathbf{A} z \), with \( z \in \mathbb{Z}^n \), does not propagate into the least-squares residuals, and \( \hat{a} \), \( \hat{a}_{LS} \), and \( \hat{a}_2 \) all undergo the same change, so that both \( \hat{a} - \hat{a}_{LS} \) and \( \hat{a} - \hat{a}_2 \) are invariant under the integer perturbation.

**F-Ratio Test Aperture Pull-in Region**

Similarly to the ratio test, it can be shown what the geometry of the aperture pull-in regions of the F-ratio test IA estimator is:

\[
\Omega_0 : \frac{\|x\|_{Q_0}^2 + \|\hat{\mathbf{e}}\|_{Q_0}^2}{\|x\|_{Q_0}^2 + (\mu - 1)\|\hat{\mathbf{e}}\|_{Q_0}^2} \leq \mu, \quad \forall z \in \mathbb{Z}^n \setminus \{0\}, \quad 0 < \mu \leq 1
\]

\[
\iff \|x\|_{Q_0}^2 + \|x + [\mu/(1-\mu)]z\|_{Q_0}^2 \leq [\mu/(1-\mu)]\|z\|_{Q_0}^2, \quad \forall z \in \mathbb{Z}^n \setminus \{0\} (30)
\]

So \( \Omega_0 \) is equal to the intersection of all ellipsoids with centers \([-\mu/(1-\mu)]z\) and radius equal to the square root of the term on the right-hand side of the last inequality in Eq. (30). The shape of the aperture pull-in region is identical to that of the ratio test IA estimator. Obviously, the difference with the ratio test IA estimator is that the radii depend on the sample value of \( \hat{\mathbf{e}} \). For the same value of \( \mu \) they will be smaller than or equal to the radii of the ellipsoids determining the ratio test IA aperture pull-in region.

**Difference Test**

The ratio test statistic is defined as the ratio of the quadratic forms \( R_1 \) and \( R_2 \). Another approach would be to look at the difference\(^{38}\) such that the test becomes

\[
\text{Accept } \hat{a}_{LS} \text{ iff: } R_2 - R_1 \geq c (31)
\]
It will be clear that again the problem with this test is the choice of the critical value \( c \): only an empirically determined value can be used. Note that in contrast to the ratio test (22), with this method the critical value depends on the variance factor of unit weight, \( \sigma^2 \), if \( Q_\alpha = \sigma^2 G_\alpha \).

**Integer Aperture Estimation with the Difference Test**

Similarly to the ratio test, it can be shown that the procedure underlying the difference test (31) belongs to the class of IA estimators. The acceptance region of this test is given as follows:

\[
\Omega = \left\{ x \in \mathbb{R}^n \mid \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu, \forall z \in \mathbb{Z}^n \right\}
\]  
(32)

Let \( \Omega_c = \Omega \cap S_0 \). Then

\[
\Omega_0 = \left\{ x \in \mathbb{R}^n \mid \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu, \forall z \in \mathbb{Z}^n \right\}
\]
\[
\Omega_{c} = \Omega_0 + z,
\]
\[
\Omega = \bigcup_{z \in \mathbb{Z}^n} \Omega_c
\]  
(33)

The proof is as follows:

\[
\Omega_c = \Omega \cap S_0
\]
\[
= \left\{ x \in S_0 \mid \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu \right\}
\]
\[
= \left\{ x \in S_0 \mid \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu, \forall u \in \mathbb{Z}^n \setminus \{\bar{x}_{LS}\} \right\}
\]
\[
= \left\{ x \in S_0 \mid \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu, \forall u \in \mathbb{Z}^n \setminus \{\bar{x}_{LS}\} \right\}
\]
\[
= \left\{ x \in \mathbb{R}^n \mid \|x - z\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu, \forall v \in \mathbb{Z}^n \setminus \{z\} \right\}
\]
\[
= \left\{ x \in \mathbb{R}^n \mid \|y\|_Q^2 \leq \|y - v\|_Q^2 - \mu, \forall v \in \mathbb{Z}^n \setminus \{y\} \right\}
\]
\[
= \Omega \cap S_0 + z
\]
\[
= \Omega_0 + z
\]

The first two equalities follow from the definition of the difference test, and the third from \( \|x - \bar{x}_{LS}\|_Q^2 \leq \|x - \bar{x}_0\|_Q^2 - \mu \). The fourth equality follows since \( \bar{x}_{LS} \) is equal to \( x \) in \( S_0 \). The fifth equality follows from the fact that \( \mu \geq 0 \). The last equalities follow from a change of variables and the definition of \( \Omega_0 = \Omega \cap S_0 \). Finally, note that

\[
\bigcup_{z \in \mathbb{Z}^n} \Omega_c = \bigcup_{z \in \mathbb{Z}^n} (\Omega \cap S_0) = \Omega \cap \left( \bigcup_{z \in \mathbb{Z}^n} S_0 \right)
\]

This ends the proof of Eq. (33).

It has been shown that the acceptance region of the difference test consists of an infinite number of integer-translated copies of a subset of the ILS pull-in region \( S_0 \). And thus, the difference test procedure is an IA estimator with aperture parameter \( \mu \).

**Difference Test Aperture Pull-in Region**

In a way similar to that of the ratio test aperture pull-in region, the geometry of the aperture pull-in region of the difference test can be revealed. From the definition of \( \Omega_0 \) it follows that

\[
\Omega_0 : \|x\|_Q^2 \leq \|x - z\|_Q^2 - \mu, \quad \forall z \in \mathbb{Z}^n \setminus \{0\}, \quad \mu \geq 0
\]
\[
\iff x^T Q_\alpha^{-1} z \leq \frac{1}{2} (\|z\|_Q^2 - \mu)
\]
\[
\iff z^T Q_\alpha^{-1} x \leq \frac{\|z\|_Q^2 - \mu}{2\|z\|_Q^2}
\]  
(34)

On the left-hand side of Eq. (34) we recognize the orthogonal projection of \( x \) onto the direction \( z \). This shows that the aperture pull-in region \( \Omega_0 \) is determined by intersecting half-spaces that are bounded by planes orthogonal to \( z \) and passing through the points \( \frac{1}{2}(1 - \mu \|z\|_Q^2)z \).

The geometry of \( \Omega_0 \) is thus very similar to that of the ILS pull-in region \( S_0 \), which is also determined by half-spaces bounded by the planes orthogonal to \( z \); see Eq. (13). The difference is that these planes pass through the midpoint \( \frac{1}{2}z \), whereas in the case of the difference test this point depends on the distance \( \|z\|_Q^2 \) and on \( \mu \). This implies that the difference test aperture pull-in region is a down-scaled version of the ILS pull-in region, but that the scaling depends on the direction.

Figure 3 shows a two-dimensional example of the geometry of the aperture pull-in region. The black lines are the planes orthogonal to \( z \) and passing through the point \( \frac{1}{2}(1 - \mu \|z\|_Q^2)z \).

**Projector Test**

The projector test is defined as\(^{22,55}\)

\[
\text{Accept } \hat{a}_{LS} \text{ iff: } \left| \frac{(\hat{a}_2 - \hat{a}_{LS})^T Q_\alpha^{-1} (\hat{a}_2 - \hat{a}_{LS})}{\|\hat{a}_2 - \hat{a}_{LS}\|_Q^2} \right| \leq \mu
\]  
(35)

This test is based on the erroneous assumption that the classical theory of hypothesis testing in linear models is applicable to the current situation. The test is referred to as the projector test because the term on the left-hand side of Eq. (35) equals a projector. It projects \( \hat{a} - \hat{a}_{LS} \) orthogonally on the direction of \( \hat{a}_2 - \hat{a}_{LS} \), in the metric of \( Q_\alpha \). Furthermore, note that the following is true:

\[
\frac{\|\hat{a}_2 - \hat{a}_{LS}\|_Q^2}{\|\hat{a}_2 - \hat{a}_{LS}\|_Q^2} \left( \frac{\hat{a}_2 - \hat{a}_{LS}}{\|\hat{a}_2 - \hat{a}_{LS}\|_Q^2} \right) \left( \frac{\hat{a}_2 - \hat{a}_{LS}}{\|\hat{a}_2 - \hat{a}_{LS}\|_Q^2} \right)^T = \frac{1}{2} \|\hat{a}_2 - \hat{a}_{LS}\|_Q^2
\]  
(36)

This inequality implies that the fixed solution will always be accepted if \( \mu \geq \frac{1}{2} \|\hat{a}_2 - \hat{a}_{LS}\|_Q^2 \).

**Integer Aperture Estimation with the Projector Test**

The acceptance region of the projector test is given as

\[
\Omega = \left\{ x \in \mathbb{R}^n \mid (\bar{x}_{LS} - \bar{x})^T Q_\alpha^{-1} (x - \bar{x}_{LS}) \leq \mu \|\bar{x}_{LS} - \bar{x}_2\|_Q^2 \right\}
\]  
(37)

In a way similar to that for the difference test it can be proven that

\[
\Omega_0 = \left\{ x \in S_0 \mid c^T Q_\alpha^{-1} x \leq \mu \|c\|_Q^2, \quad c = \arg \min_{z \in \mathbb{Z}^n \setminus \{0\}} \|x - z\|_Q^2 \right\}
\]

\[
\Omega_c = \Omega_0 + z, \quad \forall z \in \mathbb{Z}^n
\]  
(38)

And thus the procedure underlying the projector test also belongs to the class of IA estimators.

**Projector Test Aperture Pull-in Region**

From Eq. (38) it follows that \( \Omega_0 \) is bounded by the planes orthogonal to \( c \) and passing through \( \mu c \), and these planes themselves are bounded by the condition that \( c = \arg \min_{z \in \mathbb{Z}^n \setminus \{0\}} \|x - z\|_Q^2 \) for all \( x \) on the plane.

Figure 4 shows a two-dimensional example of the geometry of the aperture pull-in region \( \Omega_0 \). The black lines are the planes orthogonal...
to \(c\) and passing through \(\mu c\). For the geometry of \(\Omega_0\), these planes are bounded by the condition that \(c = \arg \min_x c^T x \|x - z\|^2_{Q_2}\) for all \(x \in \Omega_0\). Therefore, sectors within the ILS pull-in region are also shown as alternating gray and white regions, with the sectors containing all \(x\) with a certain integer \(c\) as second closest integer. The region \(\Omega_0\) follows as the region bounded by the intersection of the black lines and the sectors, and by the boundaries of the sectors. This results in a strange nonconvex shape of the aperture pull-in regions in the direction of the vertices of the ILS pull-in region.

**Evaluation of the Tests**

To illustrate the principle and the properties of the discrimination tests and the optimal test, examples will be given here. These examples are also used to illustrate the differences between the tests.

Simulations were carried out to generate 500,000 samples of the float range/baseline parameters and ambiguities for different models. The first step is to use a random generator to generate \(n\) independent samples from the univariate standard normal distribution \(N(0, 1)\), and then collect these in a vector \(x\). This vector is transformed by means of \(\hat{a} = G x\), with \(G\) equal to the Cholesky factor \(Q_2 = GG^T\). The result is a sample \(\hat{a}\) from \(N(0, Q_2)\), and this sample is used as input for integer least-squares estimation. If the output of this estimator equals the null vector, then it is correct; otherwise it is incorrect. This process can be repeated \(N\) times, and one can count how many times the null vector is obtained as solution, say \(N_s\) times, and how often the outcome equals a nonzero integer vector, say \(N_f\) times. The approximations of the success rate and failure rate then follow as

\[
P_s = N_s / N, \quad P_f = N_f / N
\]

To get good approximations, the number of samples \(N\) must be chosen sufficiently large; see Ref. 22.

We will start with a two-dimensional example. The following variance matrices \(Q_2\) are used:

\[
Q_1 = \begin{bmatrix}
0.0865 & -0.0364 \\
-0.0364 & 0.0847
\end{bmatrix}, \quad Q_2 = Q_1 + \begin{bmatrix}
0.8 & 0 \\
0 & 0
\end{bmatrix}
\]

The first variance matrix corresponds to a dual-frequency GPS model for one satellite–receiver pair.

Figure 5 shows examples of the aperture pull-in regions for the different tests as obtained with two different failure rates. The aperture pull-in regions of the \(F\)-ratio test are not shown, because for the same failure rate the size of the corresponding regions still depends on the sample. Recall that the shape is identical to that of the ratio test aperture pull-in region.

The geometry of the regions obtained with the different discrimination tests was revealed in the previous sections, obviously resulting in quite different shapes. The shape of the optimal aperture pull-in region is determined by the probability distributions of the float ambiguities and the ambiguity residuals.

Especially with \(Q_1\), the regions for the ratio test and optimal test are very similar. This is an explanation for why the performance of the ratio test is good in many practical situations. The regions are especially different in the direction of the vertices of the ILS pull-in region. That is because in those directions there are two second-best integer vectors such that \(\|\hat{a} - \hat{a}_2\|_Q^2 = \|\hat{a} - \hat{a}_1\|_Q^2\), but the squared norm on the right-hand side is not considered by the ratio test, whereas it does affect the size of the optimal test statistic. If the aperture parameter is chosen so that the optimal IA pull-in region just touches the ILS pull-in region, this results in the largest difference between the ratio test and optimal test. The reason is that for a large aperture parameter the optimal IA pull-in region is cut off by the ILS pull-in region. This is not the case for the ratio test pull-in region, because it starts to resemble the shape of the ILS pull-in region for large \(\mu\).

For \(Q_2\), the difference between the tests seems to be much more significant. However, it should be noted that for this example there is a very low probability that \(\hat{a}\) will fall into the region where the two aperture pull-in regions do not overlap, so that the performance of the two tests is still quite similar.

With respect to the difference test, conclusions similar to those for the ratio test can be drawn, although the difference from the optimal test is somewhat more significant. This is due to the shape of the aperture pull-in regions. Since these regions are bounded by planes, the pull-in regions are different not only from the optimal

---

**Fig. 4** Geometry of projector test aperture pull-in region (black) for \(Q_1\), \(\mu = 1\).

**Fig. 5** Examples of two-dimensional aperture pull-in regions of the discrimination tests (black) and optimal test (gray) for two different failure rates. Top: \(Q_1\), failure rates of 0.005 and 0.06; Bottom: \(Q_2\), failure rates of 0.005 and 0.4.
IA pull-in regions in the direction of the vertices of the ILS pull-in region, but also in the direction of the adjacent integers.

The difference between the aperture pull-in regions of the optimal test and the projector test is much clearer than for the other two tests, due to the nonconvex shape of the region corresponding to the projector test.

To get an idea of the actual performance of the tests in practice, simulations are used for several geometry-based, dual-frequency GPS models. The GPS constellation is based on the Yuma almanac for GPS week 184 and a cut-off elevation of 15 deg. Undifferenced standard deviations of 30 cm and 3 mm are used for the code and phase observations, respectively. The GPS model is set up for a single epoch for two different times, at which four and six satellites were visible, respectively. The baseline length was chosen to be short to medium length by varying the ionospheric standard deviation $\sigma_I$. For the simulation 500,000 samples are used.

Table 1 shows the success rates as obtained with the various integer aperture estimators. Two different failure rates are used with each of the models. The results for $Q_1$, corresponding to a geometry-free model for two satellites, are also included. By definition the optimal integer aperture estimator will result in the highest success rates, but it turns out that the discrimination tests result in comparable success rates for most examples. The success rates obtained with the ratio test and the difference test are especially close to those obtained with optimal IA estimation.

Table 2 shows the percentage of decisions identical to the optimal test, based on a comparison of the decisions for each generated sample. This table confirms that indeed the ratio test and difference test perform close to optimally. The $F$-ratio test and the projector test clearly perform less close to optimally.

These results are as could be expected from the comparison of the aperture pull-in regions for the two-dimensional examples.

### Table 1 Success rates obtained with our fixed failure rate approach for ratio test (R), $F$-ratio test (F-R), difference test (D), projector test (P), and optimal test (O)

<table>
<thead>
<tr>
<th>No. SV</th>
<th>$\sigma_I$ [cm]</th>
<th>$P_f$</th>
<th>R</th>
<th>F-R</th>
<th>D</th>
<th>P</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0.005</td>
<td>0.369</td>
<td>0.318</td>
<td>0.365</td>
<td>0.363</td>
<td>0.369</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.005</td>
<td>0.328</td>
<td>0.297</td>
<td>0.320</td>
<td>0.312</td>
<td>0.330</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.005</td>
<td>0.026</td>
<td>0.021</td>
<td>0.025</td>
<td>0.025</td>
<td>0.026</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.005</td>
<td>0.025</td>
<td>0.082</td>
<td>0.073</td>
<td>0.079</td>
<td>0.083</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0.005</td>
<td>0.025</td>
<td>0.023</td>
<td>0.027</td>
<td>0.027</td>
<td>0.031</td>
</tr>
</tbody>
</table>

*The first two columns show the number of satellites (No. SV) and ionospheric standard deviation ($\sigma_I$), respectively.

### Table 2 Percentage of decisions identical to optimal test for ratio test (R), $F$-ratio test (F-R), difference test (D), and projector test (P) if our fixed failure rate approach is used

<table>
<thead>
<tr>
<th>No. SV</th>
<th>$\sigma_I$ [cm]</th>
<th>$P_f$</th>
<th>R</th>
<th>F-R</th>
<th>D</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0.005</td>
<td>98.8</td>
<td>87.1</td>
<td>97.2</td>
<td>96.7</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.005</td>
<td>97.8</td>
<td>91.0</td>
<td>95.6</td>
<td>93.9</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.005</td>
<td>99.6</td>
<td>97.3</td>
<td>98.6</td>
<td>98.7</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0.005</td>
<td>97.0</td>
<td>96.6</td>
<td>97.9</td>
<td>97.6</td>
</tr>
</tbody>
</table>

*The first two columns show the number of satellites (No. SV) and ionospheric standard deviation ($\sigma_I$), respectively.

Currently, in practice, the discrimination tests are used in combination with a fixed critical value. The results in Table 3 show that it is not desirable to do so, because it may result in tests that are either too conservative or too optimistic. From the Table it follows that to obtain the same failure rate for differently models, the corresponding critical values must be chosen quite differently. For the ratio test a critical value of $\frac{1}{2}$ or 0.5 is often used.25 The critical values obtained with the fixed failure rates in Table 3 are much larger or much smaller in most cases. Hence, the corresponding failure rates are either smaller or larger, depending on the model at hand. This is also true for the $F$-ratio test, for which a critical value of 0.5 is mostly used.26 If the projector test statistic is assumed to have a (truncated) normal distribution, and the critical value is chosen based on a level of significance of 0.05, the corresponding failure rates vary between 0.000 for the model with six satellites and $\sigma_I = 1$ cm, and 0.487 for the model with four satellites and $\sigma_I = 1$ cm. The critical values of the difference test obtained for the model with six satellites and $\sigma_I = 1$ cm are very different from those obtained for the other models. Hence, the difference test applied with a fixed critical value will also result in different failure rates. Obviously, the approach of integer aperture estimation with a fixed failure rate is to be preferred above the traditional approaches.

### Conclusions

In this contribution an overall approach is presented for the combined problem of integer estimation and validation. This approach, which is based on the theory of integer aperture estimation, for the first time includes an overall probabilistic evaluation of GNSS ambiguity resolution. With the freedom to set the size and shape of the aperture pull-in region, integer aperture estimation allows the user to get control over the failure rate of ambiguity resolution. It has been shown that the various integer discrimination tests that are in use in practice for integer validation are all members of the same class of integer aperture estimators. This common theoretical basis makes a rigorous comparison of their performances possible. By revealing the geometry of the aperture pull-in regions, further insight was gained into the driving mechanisms of the different discrimination tests.

We also presented the optimal integer aperture estimator. This is the estimator that maximizes the success rate for a user-given failure rate. It was given for an arbitrary PDF of the float solution. For the case of a multivariate normal distribution, the optimal estimator was compared to the discrimination tests, both in a qualitative and in a quantitative manner. In this comparison we identified some pitfalls and erroneous assumptions on which these tests were based in the literature. It also followed from the comparison that the ratio test and the difference test could both give a performance close to optimal. However, this performance is valid when our fixed failure rate approach is used, but not if the classical approach of using a fixed critical value is used.

The fixed-failure-rate approach implies that the aperture parameter, which governs the size of the pull-in region, is automatically

<table>
<thead>
<tr>
<th>No. SV</th>
<th>$\sigma_I$ [cm]</th>
<th>$P_f$</th>
<th>R</th>
<th>F-R</th>
<th>D</th>
<th>P</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0.005</td>
<td>0.106</td>
<td>0.160</td>
<td>7.803</td>
<td>0.888</td>
<td>1.031</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.025</td>
<td>0.318</td>
<td>0.390</td>
<td>4.379</td>
<td>1.343</td>
<td>1.151</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.005</td>
<td>0.345</td>
<td>0.449</td>
<td>7.915</td>
<td>1.498</td>
<td>1.040</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.025</td>
<td>0.551</td>
<td>0.640</td>
<td>4.837</td>
<td>1.848</td>
<td>1.167</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.005</td>
<td>0.335</td>
<td>0.501</td>
<td>4.216</td>
<td>1.001</td>
<td>1.445</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.005</td>
<td>0.891</td>
<td>2.878</td>
<td>2.690</td>
<td>1.250</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0.005</td>
<td>0.392</td>
<td>0.609</td>
<td>6.095</td>
<td>0.476</td>
<td>1.206</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0.025</td>
<td>0.542</td>
<td>0.717</td>
<td>4.576</td>
<td>0.835</td>
<td>1.379</td>
</tr>
</tbody>
</table>

*The first two columns show the number of satellites (No. SV) and ionospheric standard deviation ($\sigma_I$), respectively.
adapted to the strength of the underlying model. If the strength of the underlying model increases, for example, due to the use of more data or more precise data, the size of the aperture pull-in region will automatically increase, thus resulting in more frequent acceptance of the integer solution. Hence, with this approach the time to first fix will be shorter, while at the same time it is guaranteed that the probability of incorrect fixing is below a user-defined threshold.
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