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ABSTRACT

This contribution presents and discusses practical results of kinematic GPS that can typically be achieved. The results are based on a kinematic experiment using a mobile receiver on a van and two stationary receivers. The van is driven from one of the stationary receivers to a distance of over 10 km. Highlighted are the quality of the positioning results, the system’s ability to test for outliers in the code data and cycle slips in the phase data, and the numerical and statistical performance of ambiguity resolution. The results are given for different measurement scenarios, such as satellite redundancy and single versus dual frequency data.

1 INTRODUCTION

When linking the mathematical model to the data, care has to be exercised in formulating the observations equations (functional model) and the covariance matrix of the observables (stochastic model). In case of GPS, the set of observables that can be used consists of carrier phases and pseudoranges (code) on \( L_1 \) and \( L_2 \). These observables can be linked to the baseline coordinates and the carrier phase ambiguities. Apart from these unknown parameters, the observation equations may also include additional parameters, such as those needed for ionospheric and tropospheric refraction, or for the receiver and/or satellite clock errors, or for the signal delays in the hardware or for multipath [1-4]. Whether or not all these parameters need to be included as well, depends very much on the hardware used, the circumstances of measurement and the particular application at hand.

For kinematic GPS, fast and reliable ambiguity resolution is a prerequisite [5-7]. This is feasible when the uncertainty in the atmospheric delays, in particular the ionospheric delays, can be sufficiently bounded. Short baseline applications are therefore the first applications that come in mind when thinking of kinematic GPS [8-12]. In this contribution we therefore restrict our attention to the short baseline case and analyse, on the basis of an experiment, the performance of kinematic GPS using the simplest mathematical model possible.

For the undifferenced code observables, the standard deviation was set at \( \sigma_p = 0.3 \) m, and for the undifferenced phase observables, it was set at \( \sigma_\phi = 0.003 \) m. Time-correlation was assumed absent. The differential atmospheric delays were also assumed absent, because of the relatively short baselines. The only unknown parameters in the double differenced (DD) observation equations were therefore the DD carrier phase ambiguities and the components of the three-dimensional baselines. The data were processed in the single-baseline mode. For the kinematic case, the linear(ized) system of DD observation equations of epoch \( i \) reads then

\[
y(i) = Aa + B(i)b(i) + e(i) \quad \text{for } i = 1, \ldots, k \quad (1)
\]

where the vector \( y(i) \) consists of the observed minus computed single or dual frequency phase and code observations of epoch \( i \), \( a \) is the time-invariant vector of unknown integer DD ambiguities, \( b(i) \) is the unknown increment of the nonstationary baseline at epoch \( i \), \( e(i) \) contains the measurement noises and remaining unmodelled effects, and \( A \) and \( B(i) \) are the appropriate design matrices.

The above system of observation equations was solved using the recursive least-squares algorithm. Since the
ambiguities are time-invariant (in the absence of cycle slips) and the baselines are unconnected in time, the time-update has a rather simple form. Only the (float) least-squares estimate of the ambiguity vector needs to be passed on in time. The actual filter step is performed in the measurement-update. In this step the incoming data is adjusted together with the results provided by the time-update.

After a brief description of the experiment in Sect. 2, we consider in Sect. 3 the system's ability to test for, respectively, outliers in the code data and cycle slips in the phase data. Since the data processing is based on the recursive least-squares algorithm, it are the so-called predicted residuals that contain all the necessary information to perform the three steps of detection, identification and adaptation [13]. The minimal detectable biases are given for the case the ambiguities are still floated and for the case the ambiguities are fixed.

In Sect. 4 we consider the problem of ambiguity resolution. It consists of the integer estimation step and the validation step. The estimation step is solved using the least-squares ambiguity decorrelation adjustment. For validation we first consider the ambiguity dilution of precision to infer the system's potential strength for successful fixing of the ambiguities. This is followed with an analysis of the actual performance of ambiguity resolution. In the last section, Sect. 5, we concentrate on the positioning performance itself and show results of baseline repeatability.

The data used was collected during a 40 minute session, at a one second sampling rate, when the van drove from point 15 to point 28 and back again. During the whole session, the same 7 satellites (PRN's 04, 10, 16, 19, 24, 27 and 18) were continuously tracked, all at an elevation angle larger than 15 degrees. The corresponding skyplot is shown in figure 2. We also consider configurations with less than seven satellites. They were obtained by removing, respectively, PRN's 24, 19 and 27. The circumstances during the session concerned typical weather for this season of the year: open sky, temperature a few degrees below 0 Celsius and a strong wind blowing from the North-East. The Sun Spot Number was low, about 20-30, and the (absolute) ionospheric delay was small.

![Figure 2: Skyplot (12-22-96, 08:30 UTC, φ = 52°26'N, λ = 5°14'E), with PRN's 04, 10, 16, 18, 19, 24, 27.](image)

2 THE EXPERIMENT

![Figure 1: Two stationary receivers 15 and 28, with roving receiver 39.](image)

In this section we will describe the experiment on which our data analysis is based. The experiment took place on December 22nd, 1996, about 80 km North-East from Delft, on the Oostvaardersdijk from Almere to Lelystad, along the Markermeer. Three dual frequency geodetic receivers were used (Trimble 4000 SSI Geodetic Surveyor). Two of the receivers were placed stationary on parking-lots (points 15 and 28), about 12.7 km apart. The antenna of the third receiver was rigidly mounted on the roof of the faculty's van (point 39), see figure 1.

3 SPIKES AND SLIPS

It will be clear that the results of an adjustment rely heavily on the validity of the functional and stochastic model used. Errors in one of the two, or in both, will invalidate these results. Apart from the adjustment itself, one therefore also needs to make use of methods that allow one to check the validity of the assumptions underlying the model. These methods are based on the theory of statistical testing.

3.1 DIA PROCEDURE

One way of structuring a testing procedure for the handling of different model errors is provided by the DIA-procedure [13-15]. It consists of the following three steps:

1. Detection: An overall model test is performed to diagnose whether an unspecified model error occurred.

2. Identification: After detection of a model error, identification of the potential source of model error is needed.
3. Adaptation: After identification of a model error, adaptation of the null hypothesis is needed to eliminate the presence of biases in the solution.

The DIA-procedure can be applied locally or globally. In the latter case, a time window is used such that the data within the window is used for testing. In the former case, the data is used for testing. Paired with this advantage goes the disadvantage of a possible delay in detection. In the present contribution only the local DIA-procedure was used.

When using the recursive least-squares algorithm, the so-called predicted residuals come available at every epoch with almost no extra effort. The predicted residual vector of epoch $i$, $v(i)$, is defined as the difference between the vector of observables at that epoch and its prediction. It can be shown that the predicted residuals, together with their variance matrices, contain all the information necessary to perform the statistical testing.

For detection purposes, first a local overall model (LOM) test is applied. The corresponding test statistic is given as:

$$ T(k) = \frac{v(k)^T Q^{-1}_{v(k)} v(k)}{m(k)} $$

where $m(k)$ denotes the number of observations that enter at epoch $k$. When the data are normally distributed (which is assumed throughout this contribution), this test statistic has a central Chi-square distribution divided by its degrees of freedom $m(k)$. Note that in case of the overall model test, no specification of the type of model error is needed yet. For identification however, one needs to specify explicitly the type of model error that is likely to occur. In case of GPS there are in particular two type of model errors that are worth testing for. They are the outliers (spikes) in the code data and the slips in the phase data. For both these potential model errors, the appropriate test statistic, which has a standard normal distribution under the null hypothesis, takes the form:

$$ t(k) = \frac{c^T Q^{-1}_{e(k)} v(k)}{\sqrt{c^T Q^{-1}_{e(k)} c}} $$

where the $c$-vector still needs to be specified. In case of local testing this vector equals the DD matrix operator times a canonical unit vector. For an outlier, the nonzero entry of the unit vector corresponds with the suspected single differenced code observable. For a slip, its nonzero entry corresponds with the suspected single differenced phase observable.

### 3.2 MINIMAL DETECTABLE BIASES

Internal reliability as represented by the Minimal Detectable Biases (MDB's), describes the size of the model errors which can just be detected with the appropriate test statistics. For the test statistic (3), the MDB is given as:

$$ \text{MDB} = \sqrt{\frac{\lambda_0}{c^T Q^{-1}_{e(k)} c}} $$

where $\lambda_0$ is the reference value of the noncentrality parameter. It depends on the chosen level of significance and on the chosen power. The level of significance was set at 0.001 and the power at 0.80.

For the current experiment, we computed both the code-MDB's and the phase-MDB's. Values which are considered representative for these MDB's are shown in figures 3, 4, 5 and 6 as function of the number of satellites tracked. The first two figures refer to the code-MDB's (ambiguity-float and ambiguity-fixed) and the last two refer to the phase-MDB's (ambiguity-float and ambiguity-fixed). All the code-MDB's and the ambiguity-fixed phase-MDB's which are shown, are based on the use of a single epoch of data.

Figure 3 shows the code-MDB's for the single-frequency case and for the dual-frequency case. The MDB's get clearly larger as the number of satellites decreases. In case of four satellites (no satellite redundancy) the MDB even goes to infinity in the single-frequency case. In the dual-frequency case, the MDB's are somewhat smaller and they also increase less rapidly as the number of satellites decreases.

![Figure 3: Ambiguity-float code-MDB's (m) of PRN 04 versus number of satellites; single frequency case (left) and dual-frequency case (right).](image-url)

Figure 4 shows the case when the ambiguities are assumed known. In this case there is practically no difference between the single-frequency case and the dual-frequency case. This is due to the very high precision of the phase observables as compared to the precision of the code observables. In fact, when the ambiguity-fixed phase observables would be known exactly, the corre-
sponding baseline would be known exactly and the $L_1$ and $L_2$ single differenced code observables would then only have their clock errors as unknown parameters. The results of figure 4 follow therefore to a good approximation the simple rule

$$\text{MDB} = \sigma_p \sqrt{\frac{2
u \lambda_0}{m - 1}}$$  \hspace{1cm} (5)$$

where $m$ denotes the number of satellites.

![Figure 4: Ambiguity-fixed code-MDB's (m) of PRN 04 versus number of satellites.](image)

Figure 5 shows the ambiguity-fixed phase-MDB's, expressed in $L_1$ phase cycles. They are shown for the case only 2 epochs of data are used (gray) and for the case 31 epochs of data are used (white). In the single-frequency case all but one of the MDB's are at the level of a few tenths of cycle. However when only four satellites are tracked, the MDB's blow up to an unacceptable level of over ten cycles. This does not happen in the dual-frequency case. In that case all MDB's stay at the level of a few tenths of a cycle.

![Figure 5: Ambiguity-fixed phase-MDB's (cycle) of PRN 04 versus number of satellites; single frequency case (left) and dual-frequency case (right).](image)

Figure 6 shows the ambiguity-fixed phase-MDB's. Again only one epoch of data was used. A comparison between this figure and the previous one shows that the ambiguity-fixed MDB's using only a single epoch of data come close to the ambiguity-fixed MDB's based on the 31 epochs of data. And indeed one can show that these two type of MDB's are related through the scaling factor

$$\sqrt{1 - \frac{1}{k}}$$

where $k$ denotes the number of epochs used.

The above results are based on the assumption that $\sigma_p = 0.3$ m and $\sigma_0 = 0.003$ m. It can be shown however that the precision of phase has (practically) no influence on the code-MDB's and that the precision of code has (practically) no influence on the phase-MDB's. This implies that the above results can easily be modified when different values for the standard deviations are used. For instance when the standard deviation of code is changed from $0.3$ m to $0.1$ m, the corresponding code-MDB's need to be divided by a factor of 3 as well. The same holds true for the phase-MDB's when changing the precision of phase.

![Figure 6: Ambiguity-fixed phase-MDB's (cycle) of PRN 04 versus number of satellites; single frequency case (left) and dual-frequency case (right).](image)

4 AMBIGUITY RESOLUTION

GPS ambiguity resolution is the process of resolving the unknown cycle ambiguities of the double difference carrier phase data as integers. It is the key to high precision relative GPS positioning, when only short observation time spans are used. In this section we will investigate the system's ability to resolve the integer ambiguities when using the kinematic mode of operation. Ambiguity resolution is composed of two parts, the estimation part and the validation part.

4.1 ESTIMATION

When solving the system of observation equations (1), without the integer constraints included, one obtains the so-called float solution for the ambiguities. When using $k$ epochs of data we thus have available the real-valued least-squares ambiguity vector $\hat{a}(k)$ and its variance matrix $Q_{a(k)}$. This result is then used as input for the integer estimation step. It amounts to solving the integer
least-squares problem

\[
\min_{\hat{a}} \left[ \hat{a}(k) - a \right]^T Q^{-1}_{\hat{a}(k)} \left[ \hat{a}(k) - a \right]
\]  \hspace{1cm} (6)

Due to the integer constraint this problem cannot be solved by means of standard least-squares algorithms. Instead a search is needed for computing the integer minimizer \( \hat{a} \). With (near) real-time applications in mind it is of course of importance to keep the cycle- time needed to perform the necessary computations, at a minimum. The method of the Least-squares AMBiguity Decorrelation Adjustment (LAMBDA) has been developed to meet this requirement [16]. The steps involved in this method can briefly be described as follows (for more details, the reader is referred to [17, 18]). The global search space of integers is first replaced by a local one, the so-called ambiguity search space. It is defined as [19]

\[
[\hat{a}(k) - a]^T Q^{-1}_{\hat{a}(k)} [\hat{a}(k) - a] \leq \chi^2
\]  \hspace{1cm} (7)

It is a multivariate ellipsoidal region, which is centred at \( \hat{a}(k) \). Its shape is governed by the ambiguity variance matrix and its size can be controlled by choosing an appropriate value for the positive constant \( \chi^2 \), see [20]. A two dimensional example of the search space is shown in figure 7.

![Figure 7: Two dimensional example of DD search space](image)

Although the search for the integer least-squares ambiguities can in principle be based on the DD ambiguity search space (7), this is usually not an efficient approach because of the high correlation between the DD ambiguities, see [7]. The LAMBDA method therefore first transforms the DD ambiguities by means of a decorrelating ambiguity transformation \( z = Z^T a \). As a result one obtains an equivalent, but transformed search space

\[
[z(k) - z]^T Q^{-1}_{z(k)} [z(k) - z] \leq \chi^2
\]  \hspace{1cm} (8)

In contrast to the original DD ambiguities, the transformed ambiguities have the property that they are largely decorrelated and of a high precision. Also the original DD search space has been moulded into a more spherical search space. A two dimensional example of the decorrelation process is shown in figure 8.

Due to the properties of the transformed ambiguities, the search for the integer least-squares ambiguities can now be performed in a very efficient manner. The search is based on scalar bounds which follow from applying a sequential conditional least-squares adjustment. How the actual search is executed is described in [18]. As a result of the search one obtains the integer least-squares solution \( \hat{z} \), which if needed, can be back-transformed to the integer least-squares solution of the original DD ambiguities, \( \hat{a} = Z^{-T} \hat{z} \).

![Figure 8: Two dimensional example of search space transformation through ambiguity decorrelation](image)

4.2 VALIDATION

Estimation of the integer ambiguities is one thing, their validation however is quite another. One can always compute the integer least-squares ambiguities, whether the data are of poor quality or not, or whether the model used is adequate or not. The importance of validation is therefore to reduce the risk of accepting unacceptable integer values for the ambiguities. In case of GPS this requires great care since a bias of a single cycle in the computed integer least-squares solution already can result in an unacceptable large baseline bias.
Ambiguity dilution of precision

It will be intuitively clear that the risk of computing an incorrect integer ambiguity solution must be related to the precision with which the real-valued least-squares ambiguities can be computed. Hence, if both the functional and stochastic model were specified correctly, the ambiguity variance matrix \( Q_{\alpha(k)} \) must in some way contain information on one's expectation of being able to compute the correct integer ambiguities. The risk of having computed a wrong integer solution increases the poorer the ambiguity precision becomes.

To come up with a useful scalar measure for the ambiguity precision is not trivial. First, we are not dealing with a single ambiguity, but with a vector of ambiguities. They are correlated and their individual variances will generally differ. Secondly, we also have to take the arbitrariness into account by which the ambiguities are defined. Already in case of the DD ambiguities, different sets of DD ambiguities can be recognized when different satellites are chosen as the reference satellite. Thus in order to truly measure the intrinsic precision characteristics of the ambiguities, one should have a measure that is invariant for the arbitrary choice one has in defining integer ambiguities. Such an ambiguity dilution of precision (ADOP) measure was introduced in [6] as

\[
\text{ADOP} = \sqrt{\det Q_{\alpha(k)}} \quad \text{(cycle)}
\]  

where \( n \) is the order of the ambiguity variance matrix. It can be shown that the ADOP is indeed invariant for the whole class of admissible ambiguity transformation. It can also be shown that it equals the geometric mean of the sequential conditional standard deviations of the ambiguities. Thus in case of the decorrelated ambiguities obtained with the LAMBDA method, it approximates the geometric mean of the unconditional standard deviations of the transformed ambiguities. Ambiguity resolution can therefore expected to be successful when the ADOP is at the few tenths of a cycle level or smaller.

Figure 9 shows some typical values that can be achieved in case of single-epoch based ambiguity resolution \((k = 1)\). In this case (single or dual frequency) code data are needed per se to be able to compute a float solution. Shown are, for both the single and dual frequency case (phase and code), the standard deviation of one of the DD ambiguities and the ADOP, both as function of the number of satellites used. The ambiguity standard deviation gets of course poorer as the number of satellites decreases and improves by a factor of \( \sqrt{2} \) when one switches from the single-frequency case to the dual-frequency case. In all cases the standard deviations are far larger than the one cycle level. But as it was pointed out above, no inference can be made from these individual ambiguity standard deviations, since they do not take the presence of correlation into account and because they are dependent on the arbitrary ambiguity definition as well. This is not the case with the ADOP. As the figure shows for the ADOP's, there is a significant improvement in the single-frequency case when the number of satellites increases. Likewise there is a significant improvement when switching from the single-frequency case to the dual-frequency case, in particular when the satellite redundancy is small. Based on these results one would expect instantaneous ambiguity resolution to be feasible in the dual-frequency case, but problematic or even impossible in the single-frequency case when the number of satellites drops below six.

![Figure 9: Ambiguity precision: ambiguity standard deviation of DD ambiguity 18-10 (cycle) versus number of satellites and ADOP (cycle) versus number of satellites; single frequency (top), dual-frequency (bottom), ambiguity standard deviation (left), ADOP (right) (Image)](image-url)

Testing the integer least-squares solution

The real test for answering the question whether or not the computed integer least-squares solution can be accepted, should of course be based on actual data. It is customary to make a distinction between two type of tests, the acceptance test and the discrimination test. Here we will follow [21]. The acceptance and discrimination test respectively, read

\[
\frac{\hat{a}^2}{\sigma^2} \leq (C_1)^2
\]  

and

\[
\frac{\hat{a}^2}{\sigma^2} \geq (C_2)^2
\]
where $\hat{\sigma}^2$ and $\hat{\beta}^2$ are the estimated variance factors of unit weight based on, respectively, the float and fixed solution, and where $\hat{\sigma}^2\hat{\beta}$ is the corresponding value based on $\hat{\beta}$, the second most-likely integer ambiguity solution. The second most-likely integer ambiguity vector produces the last but one smallest value of the objective function of (6). The 'critical values' were chosen as $C_1 = 5.0$ and $C_2 = 1.2$

Although the discrimination test (11) is formulated in the DD ambiguities, it can be formulated in the transformed ambiguities of the LAMBDA method as well. The test statistic is, as it should be, invariant for this transformation.

The first test infers the likelihood of the most-likely integer solution. The most-likely solution is of course by definition the integer least-squares solution. The second test infers whether the second most-likely integer solution differs sufficiently in likelihood from the most-likely solution. If both tests are passed successfully, the decision is made to accept the integer least-squares solution as being correct. It is remarked that although the above two tests seem to work satisfactorily in practice, a theoretical basis of these tests (e.g., knowledge of probability density function) is still lacking.

In the following we will concentrate on the second test for cases for which the first test was passed successfully. From the full session of the nonstationary baseline 15-39 (the van is driven from about 2 km to over 12 km from the reference and back again), all 2421 epochs of dual-frequency data were first used to compute the overall integer least-squares solution of the ambiguities. This solution provided our 'ground truth', which we believe to be acceptable due to the cleanliness of the data and the length of the observation time span. Then the full session was partitioned in 40 batches of half a minute, each spaced by again a half minute. This gave us 40 experiments to test for ambiguity resolution in a kinematic mode.

Based on previous experience [11], instantaneous ambiguity resolution using seven satellites most often results in a successful fixing of the ambiguities. Having figure 9 in mind, we therefore concentrated our computations on the use of only five satellites (PRN’s 04, 10, 16, 27, and 18). For the dual-frequency case it was found that all single-epoch integer solutions were in agreement with the 'ground truth'. However, not all of these 40 solutions passed the above discrimination test successfully. Four single-epoch solutions were rejected by this test. In these four cases, additional epochs were needed to pass the test. The number of additional epochs needed varied from only a few to more than thirty.

The conclusion from these 40 experiments using five satellites is thus that dual-frequency instantaneous ambiguity resolution seems possible at a high success rate. For the single-frequency case however a completely different result was obtained. In 7 percent of the 40 experiments the discrimination test was not even passed successfully after using all of the 31 epochs available per experiment. In 55 percent of the cases the discrimination test was declared accepted, although the corresponding integer solution failed to agree with the 'ground truth'. Thus only in 38 percent of the cases did the integer solution, that passed the discrimination test, agree with the 'ground truth'. And only four of them were obtained instantaneously. The conclusion is thus clearly that single-frequency ambiguity resolution, based on only five satellites, poses serious problems. A snapshot listing of the single-frequency analysis is given in Table 1.

<table>
<thead>
<tr>
<th>exp.</th>
<th>accepted by test</th>
<th>at epoch</th>
<th>correct?</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>Y</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>Y</td>
<td>2</td>
<td>Y</td>
</tr>
<tr>
<td>15</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>16</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>17</td>
<td>Y</td>
<td>13</td>
<td>Y</td>
</tr>
<tr>
<td>18</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>19</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>21</td>
<td>?</td>
<td>&gt;31</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Y</td>
<td>8</td>
<td>N</td>
</tr>
<tr>
<td>23</td>
<td>Y</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>24</td>
<td>Y</td>
<td>30</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 1: Ambiguity resolution: single frequency phase and code using five satellites

5 KINEMATIC POSITIONING

In this section we will describe the kinematic positioning performance of the experiment. First however we consider the effect of antenna rotation on the phase observations.

5.1 CARRIER PHASE WRAP-UP

Carrier phase wrap-up will occur when the antenna’s are rotated while tracking the GPS signals [22-24]. This will thus also happen when using the kinematic mode of operation. To get some insight into the effects involved a test was conducted. Two simultaneously tracking antenna’s were used, of which one was at rest while the other was rotating. The $L_1$ minus $L_2$ phase combination ($\phi_1 - \phi_2$), expressed in meters, for a single satellite is shown in Figure 10 for both antenna’s.
The values shown were multiplied with the factor 1.546 so as to obtain a (relative) estimate of the ionospheric delay as it would be found for the $L_1$ code observable. Note that the scale of the vertical axis of the top-figure equals that of the bottom-figure. The horizontal axis spans 4 minutes. In the $1.546(\phi_1 - \phi_2)$ combination all common effects, like the geometric range, the clock error and the tropospheric range, are eliminated. The only remaining effects are, respectively, the ionospheric delay, the phase-ambiguities and the instrumental delays. Thus in case of a non-rotating antenna this combination will show primarily the time behaviour of the ionosphere.

In case of figure 10 (top) this effect is about 2 cm over 4 minutes. However when the antenna is rotated in about 30 seconds over a full 360 degrees, the 'wrap-up' effect shows up and amounts to $1.546 \times 0.054 = 0.083$ m. The value 0.054 is the difference between the $L_2$ and the $L_1$ wavelength. The effect is thus about 8 cm, see figure 10 (bottom). This effect gets eliminated again when the antenna is rotated back over the same angle (note: the figure shows some overshooting, which is believed to be due to internal filtering of the receiver).

The 'wrap-up' shown in the figure, by rotating the antenna around the bore-sight axis, was found to be the same on all channels. This has the fortunate consequence that while adjusting for the kinematic model, the effect gets lumped with the unknown clock error. Hence the effect gets eliminated when working with DD observables, just like the double differencing gets rid of the clock error. The kinematic positioning results are therefore not affected by the above 'wrap-up'.

5.2 BASELINE REPEATABILITY

For the baseline repeatability, we first considered the baseline 15 (stationary reference) to 39 (rover on van). The van started at about 2 km from the reference and made a two-way trip with the turning point at about a 12 km distance. The velocity profile of the van during the two-way trip is shown in figure 11. It was computed from the displacement in three dimensions over one second intervals. There are three static periods, one at the beginning, one at the end and one halfway just before the turn was made. The van drove at slightly over 40 km/hr.
fixed right away at the very first epoch. The results that will be shown are therefore based on using single-frequency ambiguity-fixed phase and code data. The code data is thus included, but it will be clear that their contribution will be very marginal due to the relatively poor precision of code.

The samples of the LOM test-statistic $T(i)$ divided by its critical value are shown in figure 12 as function of time. The values shown all stay well below the value of 1. In the model validation no outliers in the code data nor cycle slips in the phase data were encountered. The fact that the mean of the test-statistic is significantly smaller than its expectation may indicate that a too pessimistic stochastic model was used. A dependence of the noise of the observables on the receiver dynamics does not show up in the graph, nor does it show a relation with the baseline length. The results do make us suspect the presence of some systematic time behaviour.

To get an impression of the empirical precision of positioning, the three static periods were considered. Since all three static periods showed the same behaviour, only the first scatter plot is shown in figure 13 (top). These results show that the short-term repeatability of the kinematic positioning is excellent (spread at the level 0.5-1 cm) However, these results will not show the presence of any bias. We therefore repeated the same computations but now with the use of the data of the stationary receiver at point 28. Since the baseline coordinates of the stationary baseline 15-28 were known (independently determined from long time span data), the scatter plot of the kinematic baseline 28-39 can also be referenced with respect to point 15. The results are shown in figure 13 (bottom). Comparison of the two scatter plots shows indeed the presence of some small bias (at the 1 cm level) The same small level was found for the two other static periods.

Although the bias is sufficiently small for most surveying applications, its presence indicates that our simple model is not capable yet of catching all systematic effects. This is also apparent if one considers the kinematic solution of the stationary baseline 15-28. Figure 14 shows the kinematic solution referenced with respect to the reference coordinates of the baseline. Although the size of the bias is sufficiently small to be acceptable, there is still clearly a systematic time behaviour present in the positioning results (e.g. short and long periodic). Our analysis of the tropospheric delays, the ionospheric delays and of multipath did not indicate a clear culprit.
although multipath was clearly present in the data from satellite PRN 27. More analysis is therefore needed to be able to trace the origin of the above systematic but small time behaviour.
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