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ABSTRACT

GNSS community has developed a series of GPS-based techniques for clock measurements and comparisons including time dissemination with the standard GPS point positioning method, clock synchronization using the code-based differential GPS positioning technique and using precise point positioning (PPP) for clock comparison. In the mean time, significant advances have been made towards real time kinematic (RTK) positioning which enables three dimensional (3D) positioning at centimeter accuracy, but without clock solutions. This paper presents a four dimensional real time kinematic (4D-RTK) method, which provides RTK timing solutions for applications such as clock synchronization and remote clocks steering in addition to 3D RTK position solutions as usual. The proposed 4D RTK model is based on \( n \) single differenced (SD) measurements between receivers for a baseline with \( (n-1) \) double differenced (DD) integer constraints. The existing 3D RTK model use \( (n-1) \) DD code and phase measurements can only enable position estimation, eliminating the receiver clock errors. In the 4D RTK, the user 3D position states are determined as usual with the DD phase measurements whose integer ambiguities are searched and fixed using the existing integer least squares (ILS) procedure. Estimation of the relative clock bias and SD phase biases is based on the SD code and phase observational equations. The constant nature of the SD phase ambiguity biases is used to improve the SD phase bias from epoch to epoch, and thus the relative clock solutions. The 4D RTK can be simplified to a RTK timing problem if the user baselines are given. Experimental analysis has been performed with a GPS data set collected over a 21 km baseline at 15 second interval for a total of 85 minutes. The results show that within the first few minutes of observations, the SD phase biases fall within the range of 0.3 cycles, thus resulting in the clock uncertainty of 0.1 to 0.2 ns. Beyond 150 epochs (about 40 minutes), the SD phase biases are stabilized within the range of 0.1 cycle, thus the clock biases can be estimated to the precision and accuracy of better than 0.1 ns, including the effect of the errors in the SD phase measurements. In general RTK timing has a significant potential for high precision real time clock synchronizations over very long distances.

1. INTRODUCTION

With sufficient number of Global Navigation Satellite System (GNSS) code and phase measurements, user state parameters, position, velocity and time (PVT), can be estimated at the different accuracy levels. Significant advances have been made towards the improvement of real time position estimation to accuracy down to the centimeter level using techniques such as precise point positioning (PPP) and real time kinematic (RTK)
positioning in the past two decades. GNSS community has developed a series of GPS-based techniques for clock measurements and comparisons since early 1980s, including the contributions by Allan et al (1980), Lewandowski et al (1991) and Miranian et al (1991). The simplest GNSS time transfer method is GPS being used as a clock in the one-way mode (OWM) where a single GPS receiver is anywhere to provide clock solutions at the precision and accuracy of 20-30 ns since selective availability turned to zero in 2000. Parker et al (2004) outlined the advances in time and frequency dissemination using GPS techniques. The second method is to use the differential GPS to synchronize two clocks separated by large distances in the common-view mode to the precision and accuracy of 5-10 ns. Schildknecht (2000) examined the high precision time and frequency transfer using GPS phase measurements. Another way to synchronize clocks is the melting-pot method (MPM), which is similar to both OWM and CVM methods, but allows clocks at remote sites to be automatically controlled and steered. The latest technique is PPP, a technique initially developed for determining positions with sub-decimeter accuracy from single-receiver measurements. PPP offers high-level performance comparable with state-of-the-art methods, such as Two-Way Satellite Time and Frequency Transfer (TWSTFT), autonomously allowing recovery of the IGS combined clock solution at sub-nanosecond level (Orgiazzi et al). In general, if PPP technique can provide positioning solutions of centimeters in real time, it is possible to provide real time clock solutions to the RMS accuracy of 0.1~0.3 ns with an advanced data processing system and the RMS is of 0.130 ns as shown in (ibid). Using precise GPS orbit and clocks for precise user clock estimations has attracted a significant research attention within the International GNSS Services (IGS) community, referring to the contributions by Kouba et al (2001) and Ray et al (2002, 2003). The advantages of PPP time solutions is that the user can directly obtain the time solutions in the UTC frame, considering the leap seconds between GPS time and UTC time. The disadvantages of PPP include long convergence time for desirable accuracy and higher latency of solutions with respect to RTK solutions. However, currently, RTK solutions are limited to 3D coordinates.

This paper presents a four-dimensional real time kinematic (4D-RTK) positioning and timing method, which provides precise relative clock solutions for applications such as synchronization and automation of remote clocks steering. The paper presents models and algorithms for 4D-RTK timing and experimental results. 4D RTK is a relative 3D positioning plus 1D timing concept. In Section 2, the rigorous 4D RTK models and algorithms are given, which are based on \( n \) between-receiver single differenced (SD) measurements for a baseline with \( (n-1) \) double differenced (DD) integer constraints. Section 3 examines the effects of inter-frequency and inter-receiver biases on the relative clock solutions. Section 4 gives experimental analysis with a data set of 21 km baseline, showing that within a few minutes of observations, the relative clock bias can coverage to the accuracy of a few centimeters, that is, 0.1~0.2 ns. The final section concludes the paper with a summary of findings in this contribution.

2. 4D RTK models and algorithms

The 4D RTK is based on the between-receiver SD phase and code measurements. For simplicity, the linear equations for SD phase measurements are expressed as

\[
\begin{bmatrix}
L_{i,k} \\
L_{a,k}
\end{bmatrix} = 
\begin{bmatrix}
a_{i,k} \\
a_{a,k}
\end{bmatrix} \left( \delta X_\lambda + c \delta T_\lambda + \lambda \right) + 
\begin{bmatrix}
N_i \\
N_a
\end{bmatrix} + 
\begin{bmatrix}
\epsilon_{\lambda,i} \\
\epsilon_{\lambda,a}
\end{bmatrix}
\]

(1)

where there are \( n \) satellites in view at the \( k \)th epoch; \( L_i \) is the \( i \)th SD phase measurement for an original phase signal \( L_1 \), or a combined signal from \( L_1 \) and \( L_2 \), which is contaminated by random error \( \epsilon_{\lambda,i} \) and inter-frequency-bias, and \( a_i \) is a \( 1 \times 3 \) cosine vector for direction from satellite to receiver; \( \delta X, \delta T \) and \( N_i \) are 3D coordinate unknowns, SD clock error and the \( i \)th SD ambiguity which are present in real values; \( c \) is the light speed and \( \lambda \) is the wavelength of the carrier phase signal \( L_1 \) at its frequency. The subscript \( k \) denotes the \( k \)th epoch. Similarly, the linear equations for code measurements is given

\[
\begin{bmatrix}
P_{i,k} \\
P_{a,k}
\end{bmatrix} = 
\begin{bmatrix}
a_{i,k} \\
a_{a,k}
\end{bmatrix} \left( \delta X_\lambda + c \delta T_\lambda + \lambda \right) + 
\begin{bmatrix}
\epsilon_{\lambda,i} \\
\epsilon_{\lambda,a}
\end{bmatrix}
\]

(2)

where \( P_{i,k} \) is the \( i \)th SD code measurement for the \( P1 \) (or C/A) code, or combined measurement from \( P1 \) and \( P2 \) as shown in Table 1; \( \epsilon_{\lambda,i} \) is its random error. The remaining variables have the same meanings as those in equation (1). The equations (1) and (2) for phase and code measurements are obtained from standard SD processing between receivers, where (2) is the typical code based differential GPS model. In 4D RTK processing, the position and receiver clock parameters vary from epoch to epoch without dependences on clock models, but the SD ambiguity remains stable and generally treated as constant over a certain time interval. The SD observation equations at the \( k \)th epoch in matrix form reads

\[
y_k = \begin{bmatrix}
\tilde{A}_k \\
\tilde{B}
\end{bmatrix} \begin{bmatrix}
\delta z_k \\
\epsilon_{\lambda,k}
\end{bmatrix} + \sigma_\epsilon \begin{bmatrix}
Q_L \\
0
\end{bmatrix}
\]

(3)

where
\[ \mathbf{y}_k = \begin{bmatrix} L_{1,k} & \cdots & L_{n,k} & P_{1,k} & \cdots & P_{n,k} \end{bmatrix}^T \]

\[ \delta \mathbf{z}_k = \begin{bmatrix} \delta X_k \\ \delta T_k \end{bmatrix}, \quad \mathbf{N} = \begin{bmatrix} N_1 \\ \vdots \\ N_n \end{bmatrix}, \quad \mathbf{A}_k = \begin{bmatrix} a_{1,k} \\ \vdots \\ a_{n,k} \end{bmatrix} \]

\[ \tilde{\mathbf{A}}_k = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \otimes \mathbf{A}_k \mathbf{e}, \quad \tilde{\mathbf{B}} = \begin{bmatrix} \lambda \mathbf{I}_s \\ 0 \end{bmatrix}, \quad \mathbf{B} = \lambda \mathbf{I}_a \]

where \( L_k \) is identity matrix with \( n \) dimension; \( \sigma_p^2 \) is the variance of unit weight for SD phase observation and \( \mathbf{Q}_L \)

is its cofactor matrix as of the covariance matrix \( \sigma^2_0 \mathbf{Q}_L \).

The cofactor matrix \( \mathbf{Q}_p \) of SD pseudoranges is satisfied with \( \mathbf{Q}_p = \sigma_p^2/\sigma_o^2 \times \mathbf{Q}_L \), where \( \sigma_p^2 \) is the variance of the SD pseudorange noise. It is important to notice that we use \( \delta T_i \) in meter to denote \( c\delta T_i \). The LS solution of the SD observation equation system (3) is

\[ \begin{bmatrix} \delta \mathbf{z}_k \\ \mathbf{N} \end{bmatrix} = \begin{bmatrix} \tilde{\mathbf{A}}_k \mathbf{Q}^{-1} \tilde{\mathbf{A}}_k & \tilde{\mathbf{B}} \mathbf{Q}^{-1} \tilde{\mathbf{B}} \\ \tilde{\mathbf{B}}^T \mathbf{Q}^{-1} \tilde{\mathbf{A}}_k & \tilde{\mathbf{B}}^T \mathbf{Q}^{-1} \tilde{\mathbf{B}} \end{bmatrix} \begin{bmatrix} \tilde{\mathbf{A}}_k \mathbf{Q}^{-1} \mathbf{y}_k \\ \tilde{\mathbf{B}}^T \mathbf{Q}^{-1} \mathbf{y}_k \end{bmatrix} \]

(4)

In general, measurements from multiple epochs would be cumulated for the SD ambiguity solutions. For simplicity, \( \delta \mathbf{z}_k \) is equivalently eliminated for each epoch and only SD ambiguity parameters are retained, i.e.,

\[ \mathbf{R}_k \mathbf{y}_k = \mathbf{R}_k \tilde{\mathbf{B}} \mathbf{N} + \mathbf{e}_y_k \]

(5)

where the transformation matrix

\[ \mathbf{R}_k = \mathbf{I} - \tilde{\mathbf{A}}_k \left( \tilde{\mathbf{A}}_k \mathbf{Q}^{-1} \tilde{\mathbf{A}}_k \right)^{-1} \tilde{\mathbf{A}}_k \]

which is an idempotent matrix satisfying with

\[ \mathbf{R}_k \mathbf{R}_k = \mathbf{R}_k, \quad \mathbf{Q}_k \mathbf{R}_k = \mathbf{R}_k \mathbf{Q}_k \quad \text{and} \quad \mathbf{Q}_k \mathbf{R}_k = \mathbf{R}_k \mathbf{Q}_k \]

With measurements cumulated over the most current \( m \) epochs, the normal equations associated to the observation equation (5) are

\[ \mathbf{Q}_k \hat{\mathbf{N}} = \mathbf{w} \]

(6a)

where the cofactor matrix of SD ambiguities is

\[ \mathbf{Q}_k = \left( \mathbf{B}^T \mathbf{Q}^{-1} \sum_{k=1}^m \mathbf{R}_k \mathbf{B} \right)^{-1} \]

(6b)

and the constant term

\[ \mathbf{w} = \mathbf{B}^T \mathbf{Q}^{-1} \sum_{k=1}^m \mathbf{R}_k \mathbf{y}_k \]

(6c)

Thus the LS solution is

\[ \hat{\mathbf{N}} = \mathbf{Q}_k \times \mathbf{w} \]

(6d)

To deal with the situation where a satellite is added or removed, we arrange the observations into two groups. At the current epoch \( m \), the matrices \( \mathbf{Q}, \tilde{\mathbf{B}} \) and \( \mathbf{y}_k \) are expressed as follows

\[ \mathbf{Q} = \begin{bmatrix} \mathbf{Q}_1 & 0 \\ 0 & \mathbf{Q}_2 \end{bmatrix}, \quad \tilde{\mathbf{B}} = \begin{bmatrix} \tilde{\mathbf{B}}_1 \\ \tilde{\mathbf{B}}_2 \end{bmatrix}, \quad \mathbf{y}_m = \begin{bmatrix} \mathbf{y}_1 \\ \mathbf{y}_2 \end{bmatrix} \]

The subscript ‘1’ represents the group 1 satellites which are common to two consecutive epochs, and the subscript “2” the group 2 satellites which are either added or removed at the current epoch. In the case when the group 2 satellites are added, the sum of the matrices in (6b) is expressed as

\[ \sum_{k=1}^{m-1} \mathbf{R}_k \mathbf{0} + \begin{bmatrix} \mathbf{R}_{11} & \mathbf{R}_{12} \\ \mathbf{R}_{21} & \mathbf{R}_{22} \end{bmatrix} \]


and the sum of the vectors becomes in (6c) is

\[ \sum_{k=1}^{m-1} \mathbf{R}_k \mathbf{y}_k + \begin{bmatrix} \mathbf{y}_1 \\ \mathbf{y}_2 \end{bmatrix} \]

In the case when the group 2 satellites are removed, the sum of the matrices in (6b) will become

\[ \sum_{k=1}^{m-1} \mathbf{R}_k \mathbf{y}_k \quad \text{and} \quad \mathbf{y}_2 \]

where the first term represents the sub-matrix including the columns and rows related to the group 1 satellites only. Similarly, the sum of the vectors in (6c) is given as

\[ \sum_{k=1}^{m-1} \mathbf{R}_k \mathbf{y}_k \quad \text{and} \quad \mathbf{y}_2 \]

where the first term represents the sub-vector including components only related to the group 1 satellites.

It is important to note that SD ambiguities \( \mathbf{N} \) are real-valued due to the effects of initial phase biases and other receiver-specific biases, such as initial phase errors, but their differences amongst the satellites are integers in theory. To achieve more precise SD ambiguity and thus user state solutions, these integer constraints should be applied. Assuming the first satellite to be the reference satellite, we derive the DD float ambiguity solution by multiplying the DD operation matrix \( \mathbf{D} = \left[ -\mathbf{e}_{m-1} \quad \mathbf{I}_{m-1} \right] \) to SD ambiguity solution, namely, the LS DD float solution is

\[ \Delta \hat{\mathbf{N}} = \mathbf{D} \times \hat{\mathbf{N}} \]

(7a)

and its cofactor matrix is

\[ \mathbf{Q}_{\Delta \mathbf{N}} = \mathbf{D} \mathbf{Q}_\mathbf{N} \mathbf{D}^T \]

(7b)

The DD ambiguities \( \Delta \mathbf{N} \) is then determined by solving the following minimization problem

\[ \Delta \hat{\mathbf{N}} = \arg \min_{\Delta \mathbf{N}} \left( \Delta \mathbf{N} - \Delta \hat{\mathbf{N}} \right)^T \mathbf{Q}_{\Delta \mathbf{N}}^{-1} \left( \Delta \mathbf{N} - \Delta \hat{\mathbf{N}} \right) \]

(8)

The search space is governed by the covariance matrix \( \sigma_0^2 \mathbf{Q}_{\Delta \mathbf{N}} \) and the strong correlation within \( \Delta \mathbf{N} \) can lead to larger search space. With the well-established decorrelation technique such as LAMBDA, the integer search can be completed quickly.

Once the fixed integer solutions \( \Delta \mathbf{N} \) are obtained, we can follow two approaches to derive the 3D and position and relative clock solutions. The first approach is to impose
the constraints $D \times N = \Delta \hat{N}$ upon observation equations (5), the normal equations (6a) are updated to include these constraints as

$$\begin{bmatrix} Q_{n}^{i} & -D^{T} \\ D & 0 \end{bmatrix} \begin{bmatrix} \hat{N} \cr \delta \end{bmatrix} = \begin{bmatrix} w \cr \Delta \hat{N} \end{bmatrix}$$ \tag{9}

Thus the solution of SD ambiguities with DD integer constraints becomes

$$\hat{N}_{c} = (I - Q_{n} D^{T} Q_{n}^{-1} D) \hat{N} + Q_{n} D^{T} Q_{n}^{-1} \Delta \hat{N}$$ \tag{10a}

and its cofactor matrix

$$Q_{n} = (I - Q_{n} D^{T} Q_{n}^{-1} D) Q_{n} (I - D^{T} Q_{n}^{-1} D Q_{n})$$ \tag{10b}

Some comments follow from (10a) and (10b) for SD ambiguity estimation. In principle the accuracy of SD ambiguity solution can be improved with the constraints of fixed DD integer ambiguities. However, to which degree the SD ambiguity can be improved with respect to its unconstrained estimate depends on the noise level of the SD ambiguity estimates. Substituting the SD ambiguity solution with constraints of DD integer ambiguities into the normal equations of the latest one epoch similar to (4), we compute the 4D parameters at the $m$th epoch

$$\delta \hat{\lambda}_{m} = \left( \hat{A}_{m}^{T} Q_{m}^{-1} \hat{A}_{m} \right)^{-1} \left( \hat{A}_{m}^{T} Q_{m}^{-1} \hat{y}_{m} \right)$$ \tag{11a}

and their cofactor matrix

$$Q_{m} = \left( \hat{A}_{m}^{T} Q_{m}^{-1} \hat{A}_{m} \right)^{-1} \left( \hat{A}_{m}^{T} Q_{m}^{-1} \hat{A}_{m} + C Q_{m} C^{T} \right) \left( \hat{A}_{m}^{T} Q_{m}^{-1} \hat{A}_{m} \right)^{-1}$$ \tag{11b}

where the medium variable

$$C = \hat{A}_{m}^{T} Q_{m}^{-1} B (I - Q_{n} D^{T} Q_{n}^{-1} D) Q_{n}$$ \tag{11c}

The second approach is to estimate 3D position states with the fixed DD ambiguities, then to determine the clock parameters with the known position states. It can be proved that the 4D solutions computed by equation (11a) are equivalent to those computed in the traditional 3D RTK model using DD measurements with fixed DD ambiguities. This equivalence allows simplification of the algorithms. We can alternatively realize the 4D RTK procedure based on the existing functions of 3D RTK.

The DD linear model is

$$H \delta X_{n} = U, \quad Q_{DD} = DQD^{T}$$ \tag{12}

where

$$H = \begin{bmatrix} D A_{m}^{o} \\ D A_{m}^{c} \end{bmatrix}, \quad U = \begin{bmatrix} D L_{m} + \lambda \Delta \hat{N} \\ D P_{m} \end{bmatrix}.$$

After DD ambiguities are fixed by Eq.(8) in above procedure, we solve the coordinates based on the normal equations of DD model (12) are

$$\delta X_{n} = \left( H^{T} Q_{DD}^{-1} H \right)^{-1} H^{T} Q_{DD}^{-1} U$$ \tag{13}

Substituting $\delta X_{n}$ into equation (3) yields

$$\tilde{y}_{k} = \left[ \begin{array}{c} \tilde{A}_{k} \tilde{B} \\delta T_{k} \end{array} \right] + \epsilon_{y_{k}}$$ \tag{14}

where

$$\tilde{y}_{k} = y_{k} - \left[ \begin{array}{c} A_{k} \\delta X_{n} \end{array} \right] \tilde{A}_{k}$$

and

$$\tilde{A}_{k} = \left[ \begin{array}{c} 1 \\epsilon \end{array} \right].$$

It is noticed that the SD ambiguities in Eq.(12) have constrained by integer DD ambiguities because the coordinates with DD integer ambiguities have been applied. The normal equations for the $k$th epoch are obtained

$$\begin{bmatrix} \hat{A}_{k}^{T} Q_{k}^{-1} \hat{A}_{k} & \hat{A}_{k}^{T} Q_{k}^{-1} \hat{B} \\delta T_{k} \end{bmatrix} \begin{bmatrix} \hat{A}_{k}^{T} Q_{k}^{-1} \tilde{y}_{k} \\ \delta T_{k} \end{bmatrix} = \begin{bmatrix} \hat{A}_{k}^{T} Q_{k}^{-1} \tilde{y}_{k} \\ \delta T_{k} \end{bmatrix}$$ \tag{15}

The equivalent normal equations for SD ambiguities $N$ is derived

$$\tilde{B}^{T} Q_{k}^{-1} R_{k} \tilde{N}_{c} = \tilde{B}^{T} Q_{k}^{-1} \tilde{R}_{k} \tilde{y}_{k}$$ \tag{16}

Similarly, we solve the precise SD ambiguities using the most recent $m$ epochs

$$\hat{N}_{c} = \left( \tilde{B}^{T} Q_{k}^{-1} \sum_{i=1}^{m} R_{i} \tilde{B} \right)^{-1} \tilde{B}^{T} Q_{k}^{-1} \sum_{i=1}^{m} R_{i} \tilde{y}_{k}$$ \tag{17}

Once the SD ambiguity $\hat{N}_{c}$ is solved, we substitute it into equation (15) to compute the clock solution at the current epoch:

$$\delta \hat{T}_{m} = \left( \hat{A}_{k}^{T} Q_{k}^{-1} \hat{A}_{k} \right)^{-1} \hat{A}_{k}^{T} Q_{k}^{-1} (\tilde{y}_{m} - \hat{B} \hat{N}_{c})$$ \tag{18}

Referring to the discussions followed from (6b) and (6c), computations (16) to (18) can consider also adding and removing satellites.

Considering $\hat{A}_{k} = \left[ \begin{array}{c} e \\epsilon \end{array} \right]$ and simply assuming $Q_{e} = I_{e}$ and

$$Q_{p} = \sigma_{p}^{2} / \sigma_{0}^{2} \times Q_{L} = \beta I_{n},$$

where $\beta = \sigma_{p}^{2} / \sigma_{0}^{2}$, we can derive the simple formulae for this case

$$\delta \hat{T}_{m} = \frac{1}{\beta^2} \sum_{i=1}^{n} \left( L_{m,i} + \frac{1}{\beta} P_{m,i} - \lambda \hat{N}_{c} \right)$$ \tag{19}

In the case when the user 3D position states are known, i.e., the solutions with and without the constraints of DD integers are consistent. For simplicity purpose, the constraints of DD integers are not considered, then the cofactor matrix (6b) and constant term (6c) of SD ambiguities become

$$Q_{N} = \frac{1}{\lambda^{n}} \left( I_{n} + \frac{1}{\beta^2} \epsilon \epsilon^{T} \right)$$ \tag{20a}

$$w = \lambda \sum_{k=1}^{m} [L_{k} - \epsilon \epsilon^{T} (L_{k} + P_{k}) / (1 + \frac{1}{\beta})]$$ \tag{20b}

The LS estimate of the SD ambiguity parameters is given as

$$\hat{N} = Q_{N} w$$ \tag{20c}
Of course, we can fix the DD ambiguities by Eq.(8) and compute the SD ambiguities with DD integer ambiguity constraints by Eq.(10a) and (10b). In general $\beta$ is significantly larger than $n$, thus the variance for each element of $N$ in Eq.(20a) can be approximated as

$$\sigma_{p}^2 \approx \frac{\sigma_{p}^2}{|m \cdot n|} \quad (21b)$$

It is noted that in the formation of the LS equations (6a)-(6d) and (17)-(21b), the possible temporal correlation of SD code and phase measurement errors has not been taken into consideration. We also observe from (19) that although theoretically all SD ambiguities $N_C$ may be estimated from time to time, larger uncertainties in the new rising satellites may affect the accuracy of the clock solutions. This suggests that the estimation of the clock biases may use phase and code measurements from selected satellites instead of all.

From the above derivations one can easily conclude that with known baselines or user stations, the RTK clock solutions can be determined directly from the SD phase and code measurements. The DD phase integer ambiguity resolution is not required unless very high accuracy is expectable. This simplifies the 4D RTK to RTK timing. Precise time synchronization over large distance is made easy as a long as the ionospheric and tropospheric biases in SD phase measurements are adequately corrected.

### 3. Corrections for inter-frequency biases in relative clock solutions

The hardware and signal processing architecture of a GNSS receiver will introduce frequency-dependent biases in the pseudorange and carrier phase measurements. These variations in the measurements, which may be different for code and phase, are commonly known as inter-frequency biases (Petovello et al., 2010). These biases are classified into two types: satellite-specific and receiver specific biases. A one-way pseudo-range or phase GPS measurement is defined as the pseudo-range or phase, where $\lambda_1$ and $\lambda_2$ are the respective wavelengths for L1 and L2 carriers; $T_{ij}$ is the transmitter specific inter-frequency bias in the code measurements on L1 for the jth satellite; $\alpha_{T_g}$ is the transmitter specific inter-frequency bias in the code measurements on L2 for the jth satellite, where $\alpha=(f_1/f_2)^2=(77/60)^2$; $R_i$ is the receiver differential inter-frequency bias on L2 for the ith receiver. Because the timing of the GPS receives depends on the L1 C/A code, the inter-frequency bias on L1 is by definition zero; $\varepsilon_{p1}$, $\varepsilon_{p2}$ are the pseudo-range noises for p1 and p2 respectively. The noise terms in this context include effects of multipath and receiver noise; $\varepsilon_{\phi_1}$, $\varepsilon_{\phi_2}$ are the carrier phase noises on L1 and L2 respectively. The noise terms in this context include effects of multipath and receiver noises.

The effects of the inter-frequency biases in the SD pseudorange and phase equations (1) and (2) are not explicitly shown up, but they indeed affect the relative clock results of interest, depending the measurements used. Table 1 summarizes the bias terms in different phase and code combinations in ZD and SD measurements. In DD measurements, all the receiver-specific and satellite-specific biases are cancelled. It is observed that in the ionosphere-free code and phase measurements, the satellite-specific bias $T_g$ will be completely deleted, but the receiver-specific bias exists in both ionosphere-free SD code and phase measurements. Because the receiver-specific biases are generally stable over time, the biases in SD code and phase measurements can be pre-calibrated for a particular receiver-pair using zero or very short-baselines on regular basis.

### 4 Experiments and Analysis

We use one GPS data set to demonstrate the performance of the relative clock solutions with the proposed 4D RTK method. Table 2 summarizes the information about the data and settings in the 4D RTK data processing. Figure 1 (a) plots the 8 L1 SD phase ambiguity solutions (fractional) obtained using L1 and P1 code measurements and following the equations (17) and (18). It is clearly seen that within the few minutes of observations, the SD phase biases fall within 0.3 cycles; beyond 150th epoch (about 38 min for 15s simple intervals), each SD solution is stabilized within 0.1 cycle. Figure 1(b) plots the same SD
phase biases solutions obtained using L1 phase and the combined P12 code measurements. The section (b) shows the convergence of the solutions similar to (a), but there are a difference between the P1 and P12-based solutions in both integer and fractional components, presumably due to the receiver inter-frequency biases (IFB), which remains constant over hours to days, can possibly be corrected beforehand according to the Table 1.

Table 1: Influence of inter-frequency biases on the ZD, SD and DD

<table>
<thead>
<tr>
<th>Combination</th>
<th>Bias term in ZD</th>
<th>Bias in SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_1 )</td>
<td>( T_b )</td>
<td>0</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>( -\frac{f_1 \phi_1 - f_2 \phi_2}{f_1 - f_2} )</td>
<td>( \frac{f_2 \Delta R}{f_1 - f_2} )</td>
</tr>
<tr>
<td>( \phi_3 )</td>
<td>( \frac{f_2^2 \phi_1 - f_2^2 \phi_2}{f_1^2 - f_2^2} )</td>
<td>( \frac{f_2^2 \Delta R}{f_1^2 - f_2^2} )</td>
</tr>
<tr>
<td>( p_1 )</td>
<td>( T_g )</td>
<td>0</td>
</tr>
<tr>
<td>( p_{12} )</td>
<td>( \frac{f_1 p_1 + f_2 p_2}{f_1 + f_2} )</td>
<td>( \frac{f_2 \Delta R}{f_1 + f_2} )</td>
</tr>
<tr>
<td>( p_c )</td>
<td>( \frac{f_1^2 p_1 - f_2^2 p_2}{f_1^2 - f_2^2} )</td>
<td>( \frac{f_2^2 \Delta R}{f_1^2 - f_2^2} )</td>
</tr>
</tbody>
</table>

Note: \( \Delta R \) is the receiver-specific bias with respect to the base receiver.

Table 2. Experimental data and setting in the 4D RTK data processing

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation types</td>
<td>L1, L2, P1, P2</td>
</tr>
<tr>
<td>Distance</td>
<td>21km</td>
</tr>
<tr>
<td>Cutoff elevation</td>
<td>15 degrees</td>
</tr>
<tr>
<td>Number of SVs</td>
<td>8</td>
</tr>
<tr>
<td>Data period</td>
<td>00:09:30–01:36:00</td>
</tr>
<tr>
<td>Sample rate</td>
<td>15 seconds</td>
</tr>
<tr>
<td>Total of epochs</td>
<td>347</td>
</tr>
<tr>
<td>Code noise (SD)</td>
<td>0.363 m (estimated)</td>
</tr>
<tr>
<td>Phase noise (SD)</td>
<td>0.010 cm (estimated)</td>
</tr>
</tbody>
</table>

Figure 2 (a) plots the RTK clock solutions against the DGPS clock solutions using the P12 code measurements, with the differences as shown in Figure 2 (b). The effects of the receiver dependent inter-frequency biases on the relative clock solutions depend on the combination of the code measurements. Figure 3 (a) plots the RTK clocks derived from P1 and P12 code measurements respectively, and the difference between two RTK clocks are shown in Figure 3 (b), which tends to converge when the data is cumulating.

Figure 1. Illustration of the L1 SD phase bias solutions (fractional) obtained using L1 and P1 code measurements in section (a) and using L1 and P12 codes in section (b) respectively. The results follow from the equations (20) and (21). It is clearly seen that within the first minutes, the variation of SD estimates are confined 0.3 cycles; beyond 150th epoch (about 38 min for 15 simple intervals), each SD solution is then stabilized within 0.1 cycle.

Figure 2. Comparison between RTK and DGPS clock solutions using P12 code measurements in section (a) and differences are shown in section (b).

As shown in the observation equation (1), the accuracy of the RTK clock solutions is dominated by two factors: (1) the overall SD phase noise level, which may include the effects of ionosphere, tropospheric and random noise and multipath and (2) the uncertainty of the SD phase bias solutions being improved from time to time. In Figure 4...
(a), we show the code STD variations and the overall STD of code P1 and P12 are 0.363m and 0.263 m respectively. The overall noise of the L1 SD phase observations is estimated to about 1.0 cm considering both ionospheric and tropospheric effects. As a result, the accuracy of the RTK clock solutions are plotted in Figure 4 (b), showing the RTK clock accuracy convergence to the level of 1.5 cm beyond the 150th epochs.

The proposed 4D RTK model has been based on SD measurements between receivers. While the user 3D position states are determined as usual with the DD phase measurements whose integer ambiguities are searched and fixed using the existing ILS procedure, the relative clock bias and the SD phase ambiguities are estimated simultaneously epoch by epoch with the SD code and phase observations. The constant nature of the SD phase ambiguity parameters allows their estimations to be improved accumulatively; in turn the relative clock solutions are improved from time to time without clock modeling. When the user baselines or user coordinates are accurately known, the RTK clock solutions can be determined directly from the SD phase and code measurements. As the DD phase integer ambiguity resolution is no longer required, 4D RTK is reduced to RTK timing. Precise time synchronization over large distance thus is thus made easy.

Experimental analysis performed with a GPS data set collected over a 21 km baseline at 15 seconds have shown that within the first minutes of observations, the SD phase biases fall within the range of 0.3 cycles, achieving a 0.2 ns clock uncertainty. Beyond 150 epochs, the SD phase biases are stabilized within the range of +/-1.5 cm, thus leading the clock biases estimation to the precision and accuracy of better than 0.1 ns, which have included the effect of the errors in the SD phase measurements.
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