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Abstract

Real-time quality control of GNSS measurements loan
performed using a single-receiver single-channpt@gch.
The local DIA procedure can be utilised for thisgnse
using only observations of the epoch where data are
collected. A description of the proposed methogiven in
this paper. A geometry-free observation equationlehis
proposed. Due to rank deficiency during initialisat of

the model, a reparameterisation of the model unkisow
was performed. In addition, the ionosphere error is
assumed changing relatively smooth as a functiotinue
and its variation from its mean is modelled asrst forder
autoregressive process. For a short time window, th
instrumental code delay and the phase bias induthe
sum of the initial phase, the phase ambiguity al as
instrumental phase bias are treated as constaiits. T
dynamic and stochastic modeling of the method is
presented, and initialisation of the filter is dissed. The
quality control procedure is given and the internal
reliability quantified by the Minimal Detectable & is
discussed.
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1. Introduction

Successful GNSS software should include a pre-gsicg

step for screening of the data. During this precpssing

step the most severe irregularities in the data lan
detected and if necessary repaired [1]. Error dietecan

be implemented at receiver level as part of a Recei
Autonomous Integrity Monitoring (RAIM) algorithm.
RAIM techniques are generally based on statistieats

that use the redundancy of the model to detectsemahe

observation.

Real-time quality control of GNSS can be performethg

a single-receiver single-satellite approach utiligithe
Detection- Identification- Adaptation (DIA) Methof2].
This approach can be applied for single or muéigfrency
observations. A geometry-free observation equatiodel

can be used. The advantages of this approach are: n
satellite positions need to be known beforehand thnd

no complete navigation messages need to be readsaxdd
and due to its flexibility it can be applied to argceiver

type and make and under static or kinematic mottes.
addition, when the above technique is applied fogls-
channel (satellite) data screening, one by oraldws one

to present the necessary numerical and graphiattital
diagnostics and collect the very necessary longn ter
statistics of the GNSS PRN specific data qualifhis
paper discusses a proposed method for error dmtecti
using a geometry-free single-receiver single-channel
approachduring pre-processing of GNSS data.

2. Single-Channel, Geometry-free Modelling
2.1 Measurement M odel and Re-parameterisation
The carrier phase and pseudo range observationieosia

of a single receiver that tracks a single satelliie
frequency f (fori = 1, ..., n) at time instant k can be

written as:
@i =P~ Wikt by, t+eg 1)
Pi = Pk T Wik + by, + e 2
where:
Pr = Pk + c(dty - dts) +Tx (3)

whereg;,  andp;, denote the observed carrier phase and
pseudo range code measurements; respectively, with
corresponding zero-mean noise tem;}i andspik. Pk IS

the receiver-satellite range, ¢ denotes the speigho, dt,

and di are the receiver and satellite clock errors;
respectively, and I is the tropospheric delay. The

parameterl denotes the ionospheric error expressed in
units of range with respect to the first frequersiygh that

2

for frequency |, the ionospheric coefficiept = 2—12 is

1
applied. The parameteb@,ik andbpik are the phase bias
and the instrumental code delay, respectively. phase
bias is the sum of the initial phase, the phaseigurtly
and the instrumental phase delay.

Assuming equal number of phase and code measurgment
the model given in Eq. (1 & 2) shows that the peoblat

hand is underdetermined. The paramebgysandb,, are
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assumed constant for a short
measurements from a second epoch are added, #renigh
no redundancy for a single-frequency receiver, bhut
redundancy of two for a dual-frequency receivere Tank-
defect is caused by the fact that the informationtent of
the observables together with the time-constancyhef
bias vectors is such that only time-differences tloé
parameters can be determined. One way to takeirttwat
consideration is to re-parameterize the unknownsha
observation equations as follows:

Pk = Pk - Pk, (4)
=1L -1, (5)
boi = Dbey + [Pk, —Hil, ] (6)
by = bpy TPk, FHiL, ] (7)

Where I refers to the initial epoch of data processing.

2.2 Dynamic Modelling

The dynamic and stochastic properties of the re-

parameterised rangg” in Eq. (4) can be modelled as a
random walk. It is assumed that no information newn

about the dynamic behaviour of the object, and thus

allowing the range to change freely. Accordinglpe t
variance of its stochastic noise may be set tmityfi The
dynamic model reads:

Pk = Pre1 +dp, 8)

where ¢ is the process noise pf*. Other approaches can
include elimination of this parameter in the préelicstates
of the model and consequently from the dynamic rhode

The ionosphere error can be further parameteriged t

describe its dynamic variability with time. The asphere
can be assumed changing relatively smooth as aidanc
of time and for a short time window, we can assuiat

its mean is constant. Thus, we can decompose the

ionosphere error into two components; its meane/du
and the deviation from its meadl), such that at epoch k
we have:

I = I_+6|k (9)
and:

I =03l +T - I, (10)
The temporal correlation @, denoted here ag) can be
modelled exponentially decaying with time by usiag
first-order autoregressive stochastic process (€ .@rder
Gauss-Markov process) as follows:

B = el (11)

time window. If

wherea is the inverse of the correlation time length &im
constant), and\t is the time interval between processing
epochs. Thus, with small valuesmf(i.e. large correlation
time), the temporal correlation function will stéatge and
reduces slowly with time, whereas with a large egdr a
(i.e. short correlation time), the correlation tgamall and
quickly damped. For the ionosphere, a correlatior tin
the range of 600 seconds to 2400 seconds can bmeds
depending on ionospheric activity, time of day asmar,
and location (latitude). The dynamic model &if) (can thus
be taken as:

81k = BSIR—l + d61k (12)
Whereds,, is the process noise fér,. For a short window
of time, the bias ternisfpik and b;;ik can be modelled as

constants. The ionosphere ternT {- Iy, } can thus be

lumped together with these terms, such that the teians
become:

big, = Day, + [0k, 7] (13)
b, = by + [0k, + 7] (14)

The transition matrix for the unknowngf, Iy, bfp*ik,
b;’;k], denoted by ®y.1, between the times k and k-1,

can thus be given as:

Dyji-q =

oo™ o
oO— O O

0
0

15
: (15)
I

SO O -

2.2 Stochastic Modelling

In the single-channel single-receiver case, no -auto
correlation or cross-correlation is assumed betwamte
and phase measurements in the stochastic modethasd
the covariance matrix of the undifferenced measaergm
is a diagonal matrix. The zenith-referenced valodés
standard deviations of phase and code can be taken
follows [1]:

Table 1: Standard deviation of undifferenced GNSS
measurements

GPS Galileo
L1 [L2 | L5 | E1 | E5a] E50 E5| E6
code | 15| 15| 39| 61 39 371 08 4k
(cm)
phasel ;o1 13| 13| 10 13 13 18 1P
(mm)

The variance of phase and code measurements are

weighted according to the elevation angle, for anse

using a weight factor ! 5 ,» with 8 is the
(1+10 xexp(—ﬁ)

elevation angle in degrees.
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The covariance matrix of the process noise of the
unknowns (Qy) can be given as:

0 0 0 0

_ |0 s4@a-pHo o
Qad 0 0 0 0 (16)

0 0 0 O

Where o3, is the variance of the ionospheric error from its
mean, which is assumed as fcm

3. Kalman Filtering

In a general form, the GNSS multi-frequency geownetr
free  single-receiver  single-channel  undifferenced
observations (y) can be formulated in terms of the
unknown state vector (x) at epoch e

Vi = Ak Xk + ex (17)

with (A) denotes the design matrix. In real time, a
recursive LS filter (e.g. Kalman Filter) can be kgxb The
dynamic model can be given as:

Xk = Pi/kog Xka t dy (18)

whered,, is the process noise of the unknowns at epoch k.

For the functional models, it is assumed that fierépochs
k and p we have:

D(Xo) = Qx,x,» E(8)=0,

C(a<, Xo):01 C(Qrep) = Qee 6kp

Where D( ), E( ), and C( ) denote the dispersion,
expectation, and covariance operators; respectidigly 1

for k=p, 0 for k# p, and Q.. is the covariance matrix of
the residuals.

and for the dynamic model, it is assumed that:

E(dx)zoa C(dxka dxp): Qaa 6kp
C(dxy.s %0)=0, Cly,, &=0.

The time update of the recursive filter can be folated
as:

Rik-1 = Prk—1 Kko1/k-1 (19)

Pke1 = Pujket Preajker Pijies + Qua (20)
wherePyx_; and P,_;/_,are the covariance matrices of
the predicted and estimated unknowns, respectiteym
measurements, the measurement update can be applied
follows:

Rk = Kigk-1 + Kie (Ve — Ax Rie/k—1 ) (21)

Pk = (I = K¢ Al) Piji—1 (22)

Ki = Peko1 Ak (Qpy + Ak Peir Ag) ™! (23)
From the Eq. (4-7, 10, 13-14) one can conclude that
initialisation of the filter for the case at handhere k = k,

can be performed such that for all available phase
codes on different frequencies (1 <m):

p 0
XO/O - |b¢’1 1n| Qi=1.n ( )
P1 1 nJ Pizl..n

wherep™ is zero atk = k; sincep equalsp , and its
variance is thus taken ze@&  is assumed equals zero at

k.. Finally, the initialization covariance matrix is then
given as:

oo 0 %]
_ |0 SH 0 0
PXo/O - 0 0 O—?Pi=1..n 20 (25)
0 0 0 GPi:l..n
where o}, .  and op denote the phase and code

variances; respectlvely for all frequencies betweé¢o n.
4. Quality Control and Model Validation

For simplicity, since local testing is considered this
context, time indices will be ignored in the rema
equations. For the measurement model presentedyin E
(17), the vector of least squares (LS) observatisiduals
(8) and their covariance matrixQ¢s ) can be used for
validation of the observations. In statistical itggt one can
take the null hypothesisHo represent an error-free model
and the mean of the LS residuals will equal zeitwe full
hypothesis can then be defined by:

Ho:y~ N(A X, Qyy) (26)

With

~ N(0, Qzpe,) (27)
where Q, is the covariance matrix of the observations, and
the (0) subscript denotes the null hypothesis. l@nather
hand, the alternative hypothesis isl assumed to represent
the presence of errors in the model. For instaicehe
presence of a measurement bias in observationth wi
mearV;, the observation equation corresponding to the
alternative hypothesis representing this bias reads

y=Ax+cVj+e (28)
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where ¢is the vector describing the presence of the error

in the observation j, with zero entries for all @ements

4.2 Local identification and Adaptation

except 1 for the row element corresponding to the Once the presence of model errors is detectedneeés to

observation j. If more than one error is presemd, \tector
G becomes a matrix ;C with V; becomes a vector
comprising the errors, where | here is a vectoerrafg to

the observations that include these errors. Thus, C

represents the general case, where all possibbesetinat
are under consideration for testing can be prederiie a
result, the mean of the LS residuals will be biagad in
this general case the alternative hypothesis catefined
as:

Ha:y~N(AX+ CVj,Q,y) (29)

where the subscript (a) denotes the alternativethgsis.

4.1 Local testing and error detection

In real-time applications, one may consider exangrthe
model at the present epoch using observations fooiy
the current epoch. This is referred to as Localimgd3].
For the general case of (m) measurements, (u) nuofbe
unknowns, and testing (q) number of errors, wherem,
the best estimator of the error vector correspandm
measurement(s) j that contain the errors can beputed
as follows:

Vi= (G Quy Qege, Uy ™ ¢ Qy & (30)
whereg, is the values ofe) estimated from Eq. (17) under
the null hypothesis, and the covariance matrixhef best
estimator of the error vector reads:

Qoj9, = (€ Qyy Qaye, Uy ™ (31)
Detection of the presence of model errors in ldeating

can be performed by using the Local Over-all Model
(LOM) test statisticTy oy, Wwhich can be formulated as:

Trom = & Q;y €, (32)
where one may rejecthh favour of H when:
Trom = xa(df,0) (33)

wherey? is the chi-square for a preset significance level
(a), and (df) is the degrees of freedom, which equomau).

If the detection test passes, then testing stofiseaturrent

epoch and the same procedure is applied for thé nex

epoch. However, if the test fails, identificatiord the
possible error(s) should be performed.

identify the erroneous measurement that causesrmsadel
error. The characterizing matrix; Gs set to test the
alternative hypothesis corresponding to each tyfpe o
possible model errors. For local testing, two caees of
particular interest:

- The case of a single outlier in one code or phase
measurement, i.e. ¢ = 1 and then@atrix reduces to a
vector ¢. For instance, in testing the possibility of hayin
an error in a single observation (j)reads:

G=[0,0,10,..0]"

- The case of multiple outliers, or complete lo$dozk
either in phase or in code, where g > 1 apde@ains as
a matrix. For instance, for n frequencies and oaijag
all phase observations to precede code observaiions
our measurement model, and for the case of testiag
hypothesis that all phase measurements may haves err
the G matrix reads:

G = [l

Oan

For outlier identification in testing single obsations
where q = 1,?1- becomes a scalar, and the test statig (W
can be given as [4]:

- - g %y 2o
WJ = G—A or W] = =
7 L 053 Qege, 53 ep

(34)

and the null hypothesis can be rejected in favduthe
alternative hypothesis when:

lwj| = Nz(0,1) (35)

In case of testing the possibilities of more thae single
observation error, i.e. when 1 <sgm - u, G remains a
matrix with dimensions m x q and the identificatitast
can be formulated as follows:

T=9Qs Vj (36)
and H, can be rejected in favour of,M/hen:
T > x%(q,0) (37)

For the two cases mentioned above, where different
alternative hypotheses are examined, we have nskad
cases (i.e. ¢ = 1 when considering outliers in the
observations and q >1 for the case of multipleiens).
Thus, a unified criterion needs to be set to compghe
statistical testing outcomes of different alterati
hypotheses. This can be achieved by comparing the P
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value under thex® distribution. Thus, both wand T
(whereT; = wjz) are computed for the case of gq=1, but

the probability of the latter can be used (as is Ra

distribution) in the sought comparison between edéht

alternative hypotheses. Next, all alternative higpses are
ranked according to their P-value in a descendirtgro
where hypothesis of smallest P-value put on totheflist

as the most suspected error, and the one assovitlkethe

largest P-value in the bottom of the list.

Once possible error, or errors, is/are identifietip
estimated values of the unknowns, which were aaigyn
determined a8 assuming an error-free model (of the null
hypothesis) can be adjusted to adapt for the pceseithe
errors as follows:

where %, is the adapted vector of the unknowns, and its
adapted covariance matr_;  can be determined from
its model-free equivalei}; ¢, such that:

Qg.2, = Qgoz, T QkC Qﬁﬁj CjT Qx (39)
where Q matrix is determined from:
Q= (ATQyy AT ATQyy (40)

After identification and before finalizing the adeg
values of the unknowns, another cycle of detectond
identification has to be performed [6]. In this eashe
detection test given in Eqg. (32) has to be perfakmmt
with reduced df by the number of the found errgrés)d
replacing €,) by their updated values of the LS residuals
(8,), where:

€a=y—Va (41)
and

4.3 The Minimal Detectable Bias

In quality control practice, internal reliabilityjuantified
by the Minimal Detectable Bias (MDB) can be complute
even before actual measurements have been camied o
using only a functional model and the expectedsistc
properties of the data. The MDB is a measure ferdilae
of the errors that can be detected with the modti &
certain power and probability of false alarm [1, $he
MDB can be applied to a single receiver geometeg-fr
model. To compute the MDB, the noncentrally paramet
(Ao) needs first to be determined, which can be coetut
based on pre-set values of the probability of falkem

(a), power of the testyf, and the number of possible errors
g (number of alternative hypotheses), such that:

Ao =1(a,y, q) (43)
When g=1, the MDB can be computed from:
P o
MDE = %] = \/ (< Q53 Qeoeo O ) (44

5. Summary

The paper presents the procedure of quality cordfol
GNSS measurements using a single-channel single-
receiver approach that can be applied in the ppegssing
stage for any GNSS system measurements. The prbpose
functional, dynamic and stochastic models are dssdr
and initialisation of the filter is given. The pexs of
detection of a single or multiple measurement sritbat
may take place at one epoch is illustrated. Ifieation is
performed by ranking the test statistic accordmgheir P
values. The adaptation process is discussed, wisich
performed to adjust the unknown parameters if aorés
detected.
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